Minimum Sliced Distance Estimation in Structural Models

Yanqin Fan† and Hyeonseok Park ‡

This version: November 14, 2021
Current Version can be found at https://sites.google.com/view/hynskpark.

Abstract

This paper develops a simple and robust method for the estimation and inference in structural econometric models based on sliced distances. Three motivating models considered are asset pricing/state space models, aggregate demand models, and models with parameter-dependent supports. In contrast to MLE and likelihood-based inference, we show that under mild regularity conditions, our estimator is asymptotically normally distributed leading to simple inference regardless of the possible presence of “stochastic singularity” such as in the asset pricing/state space models and parameter-dependent supports such as in the one-sided and two-sided models. Furthermore, our estimator is applicable to generative models with intractable likelihood functions but from which one can easily draw synthetic samples. We provide simulation results based on a stochastic singular state-space model, a term structure model, and an auction model.
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1 Introduction

Estimation and inference in structural models in economics and finance often pose challenges to the classical likelihood-based method. Examples of such models include Dynamic Stochastic General Equilibrium (DSGE) models in macroeconomics and asset pricing models in finance; BLP aggregate demand models in empirical industrial organization, and econometric models with parameter-dependent supports such as auction models and equilibrium job-search models. In DSGE and asset pricing models, the observable economic/financial variables are often driven by a few unobserved state variables and as a result, the mapping from the unobserved state variables to the observed variables is non-invertible. Such a system is known as a stochastic singular system and MLE is not well-defined for stochastic singular systems. To handle this issue, a common practice in the current literature is to add enough measurement errors to the model such that the mapping from unobserved variables including the original unobserved state variables and added measurement errors to the observable variables is invertible, see An and Schorfheide [2007] and Komunjer and Ng [2011] for DSGE models and Pastorello et al. [2003] and Chernov [2003] for asset pricing models. However, there is no theoretical guidance on how the measurement errors should be introduced and numerical evidence reveals sensitivity of conclusions to the types of measurement errors and how the measurement errors are added to the system. In BLP models, the dimension of the observables is the same as that of the unobservables, but invertibility is not always guaranteed, see Berry [1994], Berry et al. [1995] for sufficient conditions ensuring the invertibility of the aggregate demand function in the mean utility. In addition to the invertibility of the aggregate demand function, computing MLE may be challenging: it requires computing the Jacobian matrix of the mapping and the integrals defining the mapping as well as a tractable likelihood function.

In econometric models with parameter-dependent supports such as the one-sided and two-sided models studied in Chernozhukov and Hong [2004], MLE is well defined but the classical likelihood-based inference may be invalid, see Chernozhukov and Hong [2004] for the non-normal asymptotic theory for MLE and Bayes estimation (BE) and Hirano and Porter [2003] for efficiency considerations according to the local asymptotic minimax criterion for conventional loss functions. In the one-sided model in Chernozhukov and Hong [2004] and Hirano and Porter [2003], the conditional density function of the dependent variable is assumed to be strictly bounded away from zero at the boundary; In the two-sided models in Chernozhukov and Hong [2004], the conditional density function has a jump at the boundary, see Example 2.3 for a rigorous statement of this assumption for both one-sided and two-sided models. Under this assumption, likelihood-based inference relies on the potentially complex asymptotic distribution which may be difficult to implement. Another impediment to likelihood-based inference is the dichotomy of the asymptotic theory. For example, in the two-sided models, MLE is asymptotically normal when the conditional density function of the dependent variable has no jump at the boundary and non-normal otherwise.

The sensitivity of likelihood-based inference to model assumptions and parameter values in the aforementioned structural models is partly due to the distinct properties of the Kullback-Leibler (KL) divergence for these models. Using a singular example (Example 1 in Arjovsky et al. [2017]), a one-sided uniform model, and a two-sided uniform model, we show that for the singular model, the KL divergence is unbounded rendering MLE undefined; for the one-sided model, the KL divergence is bounded but not differentiable at the true parameter value and as a result, the classical normal asymptotic theory for MLE is invalid; for the two-sided model, the KL divergence is bounded but may or may not be first order differentiable at the true

---

1 Chernozhukov and Hong [2004] reviews many early works in economics that belong to this class of models such as auction models in Paarsch [1992] and Donald and Paarsch [2002]; parametric equilibrium search in Bowlus et al. [2001] among others.

2 Chernozhukov and Hong [2004] shows that Bayesian credible intervals based on posterior quantiles, which are computationally attractive, are valid in large samples and perform well in small samples.
parameter value resulting in a dichotomy of asymptotic theory for MLE. The aim of this paper is to develop a simple, robust method for the estimation and inference in a broad class of structural models including asset pricing models, BLP, and models with parameter-dependent supports. This is accomplished by introducing a class of minimum distance estimators based on \textit{sliced} \(L_2\)-distances between some “empirical measure” of the observed data and the corresponding parametric or semiparametric measure induced by the parametric structural model. We call this class of estimators \textit{minimum sliced distance} (MSD) estimators. By choosing different measures of the distribution, we obtain different MSD estimators. Three important estimators we focus on in this paper are the minimum sliced Wasserstein Distance (MSWD) estimator, the minimum sliced Cramer Distance (MSCD) estimator, and \textit{Simulated} MSD estimator. The SMSD estimator is proposed for generative models from which one can easily draw synthetic samples for any given parameter value in its parameter space. In contrast to MLE, the MSD estimator is well defined for structural models ranging from stochastic singular models to models with parameter-dependent supports as well as generative models.

As our first theoretical contribution, we establish consistency and asymptotic normality of the general MSD estimator under a set of high-level assumptions. In contrast to likelihood-based inference, inference using our MSD estimator is standard. We then verify the high-level assumptions for the MSWD, MSCD estimators and their simulated versions under primitive conditions for three broad classes of structural models: (i) unconditional models which induce parametric distributions such as asset pricing models; (ii) conditional models which induce semiparametric distributions such as BLP and parameter-dependent support models; and (iii) unconditional and conditional generative models which have intractable distributions but can be simulated easily. For parameter-dependent support models in Chernozhukov and Hong [2004] and Hirano and Porter [2003], our primitive conditions imply that our estimator is asymptotically normally distributed regardless of the presence of a jump in the conditional density function at the boundary or not. We confirm our theoretical findings via two simulation experiments based on the stochastic singular state-space model and the auction models in Paarsch [1992], Donald and Paarsch [2002], and Li [2010].

This paper makes contributions to several literatures. First, Wasserstein distances have recently been used in the statistics and machine learning literatures for testing and estimation of generative models. For example, Bernton et al. [2019] proposes minimum WD estimator based on the 1-Wasserstein distance and establishes non-normal asymptotic distribution for \textit{univariate} unconditional parametric distributions; Nadjahi et al. [2020b] proposes a sliced version of the estimator in Bernton et al. [2019] and extends the non-normal asymptotic distribution in Bernton et al. [2019]. The technical analysis of Bernton et al. [2019] (and Nadjahi et al. [2020b]) relies critically on the equivalence between the 1-Wasserstein distance and the 1-Cramer distance for univariate distributions. Such an equivalence no longer holds for the 2-Wasserstein distance adopted in the current paper and the analysis in Bernton et al. [2019] breaks down. The current paper is the first to adopt the sliced 2-Wasserstein distance in the estimation of a broad range of structural models including generative models and establish its asymptotic normality under general conditions. For univariate models, our MSWD estimator reduces to the \(L_2\)-quantile distance estimator of parametric distributions in LaRiccia [1982, 1984] and the matching quantile estimator of linear models in Sgouropoulos et al. [2015] and Qin and Wu [2020]. Second, the sliced Cramer distance is used in Zhu et al. [1997] for goodness-of-fit testing in the \textit{i.i.d.} case. Our paper is the first to adopt the sliced CD for estimation. In the univariate case, the MSCD estimator reduces to the estimator in Hettmansperger et al. [1994] and Öztürk and Hettmansperger [1997]. Beutner and Bordes [2011] extends Öztürk and Hettmansperger [1997] to censored data. Third, for generative models, a popular machine learning tool is the Generative Adversarial Network (GAN) originally proposed in Goodfellow et al. [2014]. A GAN estimator is formulated as the solution to a minimax problem between
a generator and a discriminator. The discriminator maximizes the accuracy of its classification while the generator minimizes it. Goodfellow et al. [2014] shows that at discriminator optimality, the GAN generator minimizes the Jensen-Shannon (JS) divergence between the true/target distribution and the distribution induced by the generative model. Like the KL divergence, the JS divergence is not continuous for stochastic singular systems rendering unstable behavior of the original GAN. This motivates Arjovsky et al. [2017] to propose Wasserstein GAN based on the Earth Mover or 1-Wasserstein distance and Lei et al. [2019] to propose Wasserstein GAN based on the 2-Wasserstein distance. Both are implemented using the dual forms of the Wasserstein distances. Neither paper establishes asymptotic theory for their estimators. Although our MSWD estimator is a minimum distance estimator, we demonstrate via Brenier theorem that it is in fact a sliced 2-Wasserstein GAN estimator. By using the primal form directly, our MSWD estimator overcomes the computational challenge and the difficulty of finding the encoding map needed to implement the estimator in Lei et al. [2019], see Section 3.3 for a detailed discussion.

Fourth, the current paper offers complementary results to Kaji et al. [2020] which extends the original GAN in Goodfellow et al. [2014] to estimate structural models. It is the first paper to establish a rigorous asymptotic theory including asymptotic normality of the original GAN estimator for structural models. It remains to see if their assumptions can be verified for stochastic singular systems and models with parameter-dependent supports. Like Kaji et al. [2020], our SMSD estimator is related to important works in the econometrics literature on indirect inference and it is free from the choice of an auxiliary model. We refer interested readers to Kaji et al. [2020] for a nice discussion of the indirect inference literature.


The rest of the paper is organized as follows. Section 2 introduces our general framework and the three motivating examples. Section 3 introduces our MSD estimator and applies it to the motivating examples. Using simple examples, Section 4 illustrates the different properties of the KL divergence, JS divergence, the 2-Wasserstein distance, and Cramer distance, as well as the different distributions of the estimators based on these divergences/distances. Section 5 establishes the consistency and asymptotic normality of the MSD estimator under high level assumptions. Sections 6-8 verify the high level assumptions for the unconditional model, conditional model, and generative model under primitive conditions. Section 9 presents numerical results using synthetic data generated from the stochastic singular state-space model, the term structure model in Backus et al. [1998], and the auction model in Paarsch [1992], Donald and Paarsch [2002], and Li [2010]. Section 10 concludes. A series of appendices contains technical proofs of the main results in the text and additional materials for univariate unconditional models and the singular example in Arjovsky et al. [2017].

2 The General Framework and Three Motivating Examples

Let \{Z_t : t = 1, 2, \ldots\} denote a strictly stationary process. We consider three general models for \{Z_t : t = 1, 2, \ldots\}. The first model is an unconditional model in which \{Z_t : t = 1, 2, \ldots\} has a stationary parametric distribution denoted as \(F(\cdot; \psi_0)\) for some unknown \(\psi_0 \in \Psi \subset \mathbb{R}^d\); the second model is a conditional model, where \(Z_t^* = (Y_t^*, X_t^*)\), the conditional distribution of \(Y_t\) given \(X_t = x\) is of parametric form denoted by \(F(\cdot|x, \psi_0)\) but the distribution of \(X_t\) is unspecified; and the third model is a generative model from which one can easily draw synthetic samples at any given \(\psi \in \Psi\). In all three models, the support of the distribution of \(Z_t\)
is allowed to depend on the unknown parameter \( \psi_0 \), and we are interested in the estimation and inference for \( \psi_0 \).

**Assumption 2.1.** The sample information denoted as \( \{ Z_t : t = 1, 2, ..., T \} \) is either a random sample or a strictly stationary time series from either the unconditional model characterized by the distribution function \( F(\cdot; \psi_0) \) of \( Z_t \); the conditional model characterized by the conditional distribution function of \( Y_t \) given \( X_t = x \) denoted as \( F(\cdot|x, \psi_0) \); or the generative model with parameter \( \psi_0 \).

When the density function of either \( F(\cdot; \psi) \) or \( F(\cdot|x, \psi) \) exists, MLE or the conditional MLE is a popular approach to estimating the unknown parameter \( \psi_0 \). The asymptotic distribution of MLE or conditional MLE and the associated inference depend critically on the model assumptions. The classical Wald, QLR, and score tests rely on smoothness assumptions on the density function and the assumption that the true parameter \( \psi_0 \) is in the interior of \( \Psi \). Many important models in economics and finance violate one or more assumptions underlying the classical likelihood theory motivating the development of alternative methods of estimation and inference such as those in the references discussed in Section 1.

Below, we present three classes of structural models in economics and finance for which likelihood-based estimation and inference are either not well defined or difficult to implement. We will use them to illustrate our new method in subsequent sections. Since the three models are from different areas, we adopt the conventional notations in the corresponding literatures so that notations in each example are specific to that example.

**Example 2.1 (Asset Pricing/State Space Models).** In important financial and macroeconomic models such as asset pricing and DSGE models, the observables are typically driven by a few unobservable or latent factors. To apply likelihood-based inference, a common practice is to add enough measurement errors to the model to make the system stochastically non-singular. However, the resulting conclusions depend critically on how and what types of measurement errors are added, see Section 6 of Pastorello et al. [2003] and Chernov [2003] for detailed discussions on the implications in asset pricing models. We use a simple generic state space model as a running example. Let \( \{ Y_t \}_{t=1}^\infty \) be the observable process and \( \{ Y^*_t \}_{t=1}^\infty \) be the latent process such that

\[
Y_t = h(Y^*_t, \theta_0), \tag{2.1}
\]

where \( Y_t \) is a vector of observable variables of dimension \( d_y \), and \( Y^*_t \) is a vector of latent state variables of dimension \( d^* \) such that \( \{ Y^*_t \}_{t=1}^\infty \) is a strictly stationary Markov process of order 1 with transition density \( f^*(\cdot|Y^*_{t-1}; \gamma_0) \). Let \( \psi_0 = (\theta_0, \gamma_0) \). We are interested in estimating \( \psi_0 \) from time series \( \{ Y_t \}_{t=1}^T \). Chernov [2003] summarizes nicely the different scenarios in asset pricing models:

(i) When \( d^* < d_y \), (e.g., Chen and Scott [1993]), the function \( h \) in (2.1) is non-invertible. A common practice is to assume that \( d^* \) asset prices are observed without any error and add \( (d_y - d^*) \) measurement errors to the system of equations in (2.1) assuming that \( (d_y - d^*) \) asset prices are observed with an error (either to address microstructure effects or transactions costs, or to resolve the statistical singularity problem);

(ii) When \( d^* = d_y \), (e.g., Pan [2002]), the function \( h \) in (2.1) is typically invertible;

(iii) When \( d^* > d_y \), the inverse of \( h \) does not exist. The examples are as follows:

(a) \( d_y = 1 \), that is, one estimates a multifactor model for one financial asset, be it equity returns, interest, or exchange rate (e.g., Andersen et al. [2002], Chernov et al. [2003], Eraker et al. [2003]).
(b) All observables have pricing errors; for example, some term structure studies assume that all bond yields are observed with an error (e.g., Jegadeesh and Pennacchi [1996]).

The mapping in (2.1) is non-invertible in both Case (i) and Case (iii). However, in Case (i), the distribution of \( Y_t \) is singular with support lying in a low dimensional manifold of \( \mathbb{R}^{d^*} \) rendering MLE invalid. On the other hand, MLE is valid in Case (iii), but may be difficult to compute due to the intractability of the likelihood function.

Let \( Z_t = Y_t \) or \( (Y_t^T, Y_{t-1}^T)^T \). This is an example of the unconditional model.

**Example 2.2 (A BLP Model).** Notations and discussion in this example follow closely Gandhi and Houde [2019]. They consider a special case of the random-utility model considered by Berry et al. [1995], in which product characteristics are exogenous. Consider a market \( t \) with \( J_t + 1 \) differentiated products. Each product \( j \) characterized by a vector of observed (to the econometrician) product characteristics \( x_{jt} \in \mathbb{R}^K \) and an unobserved characteristic \( \xi_{jt} \). Let \( x_t = (x_{1t}, ..., x_{J_t,t}) \) denote a summary of the observed market structure-the entire menu of observed product characteristics available to consumers in market \( t \) (i.e., \( J_t \times K \) matrix). Similarly, \( s_t = (s_{1t}, ..., s_{J_t,t}) \) denotes the vector of observed market shares, which is defined such that \( 1 - \sum_{j=1}^{J_t} s_{jt} = s_{0t} \) is the market share of the “outside” good available to all consumers in market \( t \). We normalize the characteristics of the outside good such that \( x_{0t} = 0 \) and \( \xi_{0t} = 0 \).

The preference of consumers can be summarized by a linear-in-characteristics random-utility model with a single-index unobserved quality. Thus each characteristic can be interpreted in terms of differences relative to the outside good. Specifically, each consumer \( i \) has linear preferences for products \( j = 0, 1, ..., J_t \):

\[
\eta_{ijt} = \delta_{jt} + \sum_{k=1}^{K_2} v_{ik} x_{jt,k} + \epsilon_{ijt},
\]

where \( \delta_{jt} = x_{jt}\beta + \xi_{jt} \) is the “mean utility” of product \( j \) such that \( E[\xi_{jt}|x_t] = 0 \), \( x_{jt}^{(2)} \) is a sub-vector of \( x_{jt} \) (i.e. non-linear attributes), \( \epsilon_{ijt} \sim T1EV(0,1) \) is an idiosyncratic utility shock for product \( j \), and \( v_i = (v_{i1}, ..., v_{IK_2}) \) denotes the random coefficient vector with cdf \( F(v_i; \lambda_v) \). Then the aggregate demand function for product \( j \) can be written as follows:

\[
\sigma_j(\delta_t, x_t^{(2)}; \lambda_v) = \int \frac{\exp(\sum_{k=1}^{K_2} v_{ik} x_{jt,k}^{(2)} + \delta_{jt})}{1 + \sum_{j'=1}^{J_t} \exp(\sum_{k=1}^{K_2} v_{i(k')} x_{j't,k}^{(2)} + \delta_{j't})} dF(v_i; \lambda_v),
\]

where \( x_t^{(2)} = (x_{1t}^{(2)}, ..., x_{J_t,t}^{(2)}) \) and \( \delta_t = (\delta_{1t}, ..., \delta_{J_t,t}) \).

Let \( \sigma(\delta_t, x_t^{(2)}; \lambda_v) = (\sigma_1(\delta_t, x_t^{(2)}; \lambda_v), ..., \sigma_J(\delta_t, x_t^{(2)}; \lambda_v)) \). Then

\[
s_t = \sigma(\delta_t, x_t^{(2)}; \lambda_v),
\]

where \( \theta_v = (\beta, \lambda_v) \) is the full parameter vector of dimension \( m \). Suppose the conditional distribution function of \( \xi_t = (\xi_{1t}, ..., \xi_{J_t,t})^T \) given \( x_t \) is non-degenerate of parametric form \( G(\cdot|x_t; \lambda_\xi) \). Then likelihood-based estimation and inference may be applied provided that \( \sigma \) is invertible in \( \delta_t \). Unlike (2.1) in Example 1, the mapping the dimension of \( s_t \) is the same as the dimension of \( \delta_t \). However, the invertibility of \( \sigma \) is not automatic. Berry [1994], Berry et al. [1995] present sufficient conditions for the mapping \( \sigma \) to be invertible in \( \delta_t \). Examples of \( G(\cdot|x_t; \lambda_v) \) include \( N(0, \sigma_v^2 I_d) \) in Jiang et al. [2009] and the distribution of \( \eta_{jt} = \lambda_{jt} f_t + \epsilon_{ijt} \) in Moon et al. [2018], where \( \lambda_{jt}, f_t, \epsilon_t \) are three vectors of latent variables following \( N(0, \sigma_{jt}^2 I_d) \), \( N(0, \sigma_f^2 I_d) \), \( N(0, \sigma_{\epsilon}^2 I_d) \) respectively.

To summarize, computing MLE based on a random sample \( \{s_t, x_t\}_{t=1}^T \) requires
1. the mapping \( \sigma \) to be invertible in \( \delta_t \);
2. the computation of the Jacobian matrix;
3. numerical computation of the integrals defining the mapping \( \sigma \);
4. the likelihood to be tractable.

This is an example of the conditional model, where \( Z_t = (s_t^\top, x_t^\top) \). It is also an example of the generative model. We note in passing that if the conditional distribution function of \( \xi_t = (\xi_{1t}, ..., \xi_{Jt}, t) \) given \( x_t \) is degenerate, then we run into the same problem as Case (i) in Example 1.

Example 2.3 (Parameter-Dependent Support Models). Consider the one-sided models in Chernozhukov and Hong [2004] and Hirano and Porter [2003] and two-sided models in Chernozhukov and Hong [2004]. A scalar random variable \( Y \) given a vector of covariates \( X \) follows

\[
Y = g(X, \theta) + \epsilon,
\]

where \( \theta \in \Theta \subset \mathbb{R}^{d_\theta} \) and \( \gamma \in \Gamma \subset \mathbb{R}^{d_\gamma} \) are finite-dimensional parameters, and the error term \( \epsilon \) has conditional density function \( f_\epsilon(\epsilon|X, \theta, \gamma) \). In one-sided models, \( f_\epsilon(\epsilon|X, \theta, \gamma) = 0 \) for all \( \epsilon \leq 0 \). Let \( X \subset \mathbb{R}^{d_x} \) denote the support of \( X \). Hirano and Porter [2003] assume that for \( X \) in some subset of \( X \) with positive probability, the conditional density of \( \epsilon \) at its support boundary \( \epsilon = 0 \) is strictly positive. In two-sided models, one can express the conditional density of the error term \( \epsilon \) given a vector of covariates \( X \) as

\[
f_\epsilon(\epsilon|X, \theta, \gamma) := \begin{cases} f_{L, \epsilon}(\epsilon|X, \theta, \gamma) & \text{if } \epsilon < 0, \\ f_{U, \epsilon}(\epsilon|X, \theta, \gamma) & \text{if } \epsilon \geq 0. \end{cases}
\]

Chernozhukov and Hong [2004] assume that for any \( x \in X \),

\[
\lim_{\epsilon \uparrow 0} f_\epsilon(\epsilon|x, \theta, \gamma) = f_{L, \epsilon}(0|x, \theta, \gamma), \quad \lim_{\epsilon \downarrow 0} f_\epsilon(\epsilon|x, \theta, \gamma) = f_{U, \epsilon}(0|x, \theta, \gamma),
\]

\[
f_{U, \epsilon}(0|x, \theta, \gamma) > f_{L, \epsilon}(0|x, \theta, \gamma) + \eta \text{ for some } \eta > 0,
\]

for all \( (\theta, \gamma) \in \Theta \times \Gamma \).

Many structural econometrics models lead to one-sided or two-sided models satisfying the assumptions in Hirano and Porter [2003] and Chernozhukov and Hong [2004] so that the non-normal asymptotic theory they develop applies albeit their implementation may be challenging. In other models, however, it may be difficult to check whether these assumptions hold. When there is no jump in the conditional density function, the non-normal asymptotic theory in Chernozhukov and Hong [2004] may not apply.

Let \( F(y|x, \theta, \gamma) \) denote the conditional cdf of \( Y \) given \( X = x \). For one-sided models,

\[
F(y|x, \theta, \gamma) = \int_{g(x, \theta)}^{y} f(u|x, \theta, \gamma) \, du, \quad y \geq g(x, \theta); \tag{2.3}
\]

for two-sided models,

\[
F(y|x, \theta, \gamma) = \begin{cases} \int_{g(x, \theta)}^{y} f_{L}(u|x, \theta, \gamma) \, du, & \text{if } y \leq g(x, \theta), \\ \int_{-\infty}^{g(x, \theta)} f_{L}(u|x, \theta, \gamma) \, du + \int_{g(x, \theta)}^{y} f_{U}(u|x, \theta, \gamma) \, du, & \text{if } y > g(x, \theta). \end{cases} \tag{2.4}
\]

Let \( \psi = (\theta, \gamma)' \in \Psi = \Theta \times \Gamma \). This is an example of the conditional model, where \( Z_t = (Y_t^\top, X_t^\top) \).
3 Minimum Sliced Distance Estimation and Examples

Minimum sliced distance estimation falls within the framework of minimum distance estimation based on a sliced distance between an “empirical measure” and a model induced measure. In this section, we propose a general MSD estimator which includes the MSWD estimator, the MSCD estimator, and their simulated versions.

3.1 Sliced Wasserstein and Sliced Cramer Distances

Let \( \mathcal{P}_2(Z) \) denote the space of probability measures with support \( Z \subset \mathbb{R}^d \) and finite second moments. For two probability measures \( \mu \) and \( \nu \) from \( \mathcal{P}_2(Z) \), we denote by \( W_2(\mu, \nu) \) their 2-Wasserstein distance or simply Wasserstein distance. It is a finite metric on \( \mathcal{P}_2(Z) \) defined by the optimal transport problem:

\[
W_2(\mu, \nu) = \left[ \inf_{\gamma \in \Gamma(\mu, \nu)} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} ||x - y||^2 d\gamma(x, y) \right]^{1/2},
\]

where \( \Gamma(\mu, \nu) \) is the set of probability measures on \( \mathbb{R}^d \times \mathbb{R}^d \) with marginals \( \mu \) and \( \nu \).

When \( d = 1 \), Proposition 2.17 in Santambrogio [2015] or Theorem 6.0.2 in Ambrosio et al. [2008] implies that

\[
W_2^2(\mu, \nu) = \int_0^1 (F^{-1}_\mu(s) - F^{-1}_\nu(s))^2 ds, \tag{3.1}
\]

where \( F_\mu(\cdot) \) and \( F_\nu(\cdot) \) are the distribution functions associated with the measure \( \mu \) and \( \nu \), respectively, and \( F_\mu^{-1} \) and \( F_\nu^{-1} \) are quantile functions. Unlike the 1-Wasserstein distance also known as the Earth Mover distance which equals to \( \int_{-\infty}^\infty |F_\mu(s) - F_\nu(s)| ds \), the 2-Wasserstein distance differs from the Cramer distance:

\[
C_2^2(\mu, \nu) = \int_{-\infty}^\infty (F_\mu(s) - F_\nu(s))^2 ds. \tag{3.2}
\]

In fact, the following result holds.

**Lemma 3.1** (Theorem 2.11 in Bobkov and Ledoux [2019]). Suppose \( \mu \) and \( \nu \) are probability measures in \( \mathcal{P}_2(\mathbb{R}) \). Then,

\[
W_2^2(\mu, \nu) = \int_{-\infty}^\infty (F_\mu(u \lor v) - F_\nu(u \lor v))^+ du dv + \int_{-\infty}^\infty (F_\nu(u \lor v) - F_\mu(u \lor v))^+ du dv
\]

\[
= 2 \int_u \int_v [(F_\mu(u) - F_\nu(v))^+ + (F_\nu(u) - F_\mu(v))^+] du dv. \tag{3.3}
\]

When \( d > 1 \), the Wasserstein distance \( W_2 \) is computationally costly, and the sliced Wasserstein distance is introduced in the literature to ease computational burden associated with the Wasserstein distance \( W_2 \) (c.f. Bonneel et al. [2015]). Let \( S^{d-1} = \{ u \in \mathbb{R}^d : ||u||_2 = 1 \} \) be the unit-sphere in \( \mathbb{R}^d \). For \( u \in S^{d-1} \) and \( z \in \mathbb{R}^d \), let \( u^\top z \) be the 1D (or scalar) projection of \( z \) to \( u \). For a probability measure \( \mu \), we denote by \( u^\top \mu \) the push-forward measure of \( \mu \) by \( u^\top \). The sliced Wasserstein distance \( SW(\mu, \nu) \) is defined as follows:

\[
SW(\mu, \nu) = \left[ \int_{S^{d-1}} W_2^2(u^\top \mu, u^\top \nu) d\zeta(u) \right]^{1/2}, \tag{3.4}
\]

where \( \zeta(u) \) is the uniform distribution on \( S^{d-1} \). It is well known that \( SW \) is a well-defined metric, see Nadjahi et al. [2020a]. For each \( u \in S^{d-1} \), let

\[
G_\mu(s; u) = \int I(u^\top z \leq s) dF_\mu(z).
\]
Define $G_\nu(s; u)$ similarly. Since

$$W^2(u^*\mu, u^*\nu) = \int_0^1 \left( G_\mu^{-1}(s; u) - G_\nu^{-1}(s; u) \right)^2 ds,$$

we obtain that

$$SW(\mu, \nu) = \left[ \int_{\mathbb{R}^{d-1}} \int_0^1 \left( G_\mu^{-1}(s; u) - G_\nu^{-1}(s; u) \right)^2 dsd\zeta(u) \right]^{1/2}.$$

We introduce a weighted Sliced Wasserstein distance:

$$SW_w(\mu, \nu) = \left[ \int_{\mathbb{R}^{d-1}} \int_0^1 \left( G_\mu^{-1}(s; u) - G_\nu^{-1}(s; u) \right)^2 w(s) dsd\zeta(u) \right]^{1/2},$$

where $w(s)$ is a nonnegative function such that $\int_0^1 w(s) ds = 1$. Similarly, we define the weighted Sliced Cramer distance:

$$SC_w(\mu, \nu) = \left( \int_{\mathbb{R}^{d-1}} \int_{-\infty}^{\infty} (G_\mu(s; u) - G_\nu(s; u))^p w(t) dsd\zeta(u) \right)^{1/p}. $$

### 3.2 The General Estimator and Examples

Given the sample information $\{Z_t\}_{t=1}^T$, let $Q_T(\cdot; u)$ denote an empirical measure such as the empirical quantile or distribution function of $\{u^\top Z_t\}_{t=1}^T$ and $\hat{Q}_T(\cdot; u, \psi)$ denote a possibly random function depending on the model, $\psi \in \Psi \subset \mathbb{R}^d$. A **general minimum sliced distance** (MSD hereafter) estimator denoted by $\hat{\psi}_T$ is defined as

$$\int_{\mathbb{R}^{d-1}} \int_{\cal S} \left( Q_T(s; u) - \hat{Q}_T(s; u, \hat{\psi}_T) \right)^2 w(s) dsd\zeta(u) = \inf_{\psi \in \Psi} \int_{\mathbb{R}^{d-1}} \int_{\cal S} \left( Q_T(s; u) - \hat{Q}_T(s; u, \psi) \right)^2 w(s) dsd\zeta(u) + o_p(T^{-1}), \quad (3.5)$$

where $\mathcal{S}$ is the domain of $Q_T(s; u)$ with respect to $s$.

When $Q_T(s; u)$ is the empirical quantile function of $\{u^\top Z_t\}_{t=1}^T$ and $\hat{Q}_T(\cdot; u, \psi)$ is the model induced quantile function, $\hat{\psi}_T$ is the minimum weighted SW distance (MSWD hereafter) estimator; when $Q_T(s; u)$ is the empirical distribution function of $\{u^\top Z_t\}_{t=1}^T$ and $\hat{Q}_T(\cdot; u, \psi)$ is the model induced distribution function, $\hat{\psi}_T$ is the minimum weighted SC distance (MSCD hereafter) estimator.

The form of $\hat{Q}_T(\cdot; u, \psi)$ also differs for unconditional, conditional, and generative models. For **unconditional models** such as Example 2.1, $\hat{Q}_T(\cdot; u, \psi)$ is deterministic denoted as $Q(\cdot; u, \psi)$ such as parametric quantile function of $u^\top Z_t$ induced by the parametric distribution of $Z_t$ for MSWD or the parametric distribution function of $u^\top Z_t$ for MSCD. Regardless of the invertibility of the mapping $h$ in (2.1), the distribution function and quantile function of $Z_t$ always exist and our estimators are always well defined. This is in sharp contrast to MLE.

**Example 2.1 (Cont’d).** We will consider one-factor discrete-time Vasicek model in Section 6 of Backus et al. [1998]. In the one-factor discrete-time Vasicek model, the short-term interest rate $Y_t^*$ follows

$$(Y_t^* - c) = \rho(Y_{t-1}^* - c) + \sigma \epsilon_t,$$

where $0 < \rho < 1$, $c$ and $\sigma$ are positive constants, and $\epsilon_t$ follows the standard normal distribution.

The yield $Y_t(\tau)$ of zero-coupon bond at $t$ of maturity $\tau$ is determined by

$$Y_t(\tau) = a(\tau) + b(\tau)Y_t^*,$$
where \( a(\tau) = A(\tau) / \tau \), and \( b(\tau) = B(\tau) / \tau \) in which \( A(\tau) \) and \( B(\tau) \) are calculated by recursion: \( A(1) = 0 \), \( B(1) = 1 \), and

\[
A(\tau) = A(\tau - 1) + \frac{1}{2} \lambda^2 + B(\tau - 1)(1 - \rho)c - \frac{1}{2} (\lambda + B(\tau - 1)\sigma)^2, \\
B(\tau) = 1 + B(\tau - 1)\rho.
\]

When we consider \( \tau = \tau_1, \ldots, \tau_K \), we have

\[ Y_t = a + bY_t^*, \]

where

\[
Y_t = \left( Y_t(\tau_1) \ldots Y_t(\tau_K) \right)^T, \quad a = \left( a(\tau_1) \ldots a(\tau_K) \right)^T, \quad b = \left( b(\tau_1) \ldots b(\tau_K) \right)^T.
\]

Let \( Z_t = (Y_t^T, Y_{t-1}^T)^T \). For each \( u \in \mathbb{S}^{d_y - 1} \), the projected variable \( u^T Z_t \) follows a normal distribution:

\[
u^T Z_t \sim N \left( u^T \left( \frac{a + bc}{a + bc} \right), \frac{\sigma^2}{1 - \rho^2} u^T \left[ \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix} \otimes bb^T \right] u \right),
\]

where \( \otimes \) is the Kronecker product. Both the distribution function and quantile function have closed form expressions. We will use this in the numerical section.

For conditional models such as Examples 2.2 and 2.3, \( \hat{Q}_T(:, u, \psi) \) is random.

**Example 2.3 (Cont’d).** Let \( Z = (Y, X^T)^T \). Then the cdf of \( Z \) and \( u^T Z \) are given by

\[
F(z; \psi) = \mathbb{E} \left[ F(y|X, \psi) I(X \leq x) \right]
\]

and

\[
G(s; u, \psi) = \Pr(u_1 Y + u_2^T X \leq s) \\
= \mathbb{E} \left[ \int_{-\infty}^{\infty} I(u_1 y + u_2^T X \leq s) f(y|X, \psi) dy \right] \\
= \begin{cases} \\
\mathbb{E} \left[ F(u_1^{-1}(s - u_2^T X)|X, \psi) \right] & \text{if } u_1 > 0 \\
\mathbb{E} \left[ I(u_2^T X \leq s) \right] & \text{if } u_1 = 0 \\
1 - \mathbb{E} \left[ F(u_1^{-1}(s - u_2^T X)|X, \psi) \right] & \text{if } u_1 < 0,
\end{cases}
\]

where \( F(y|X, \psi) \) is given in equations 2.3 and 2.4. For the MSCD estimator, \( \hat{Q}_T(:, u, \psi) = \hat{G}_T^{-1}(:, u, \psi) \); for the MSWD estimator, \( \hat{Q}_T(:, u, \psi) = \hat{G}_T^{-1}(:, u, \psi) \), where

\[
\hat{G}_T(s; u, \psi) = \frac{1}{n} \sum_{i=1}^{n} \int_{-\infty}^{\infty} I(u_1 y + u_2^T X_i \leq s) f(y|X_i, \psi) dy \\
= \begin{cases} \\
\frac{1}{T} \sum_{t=1}^{T} F(u_1^{-1}(s - u_2^T X_t)|X_t, \psi) & \text{if } u_1 > 0 \\
\frac{1}{T} \sum_{t=1}^{T} I(u_2^T X_t \leq s) & \text{if } u_1 = 0 \\
1 - \frac{1}{T} \sum_{t=1}^{T} F(u_1^{-1}(s - u_2^T X_t)|X_t, \psi) & \text{if } u_1 < 0.
\end{cases}
\]

For generative models, \( \hat{Q}_T(:, u, \psi) \) is random as well.
Example 3.1. Generative Model

The distribution function or quantile function of the observed variables in complex structural models may not be available in closed form, but the model may be easily simulated for any parameter value $\psi \in \Psi$. We follow the machine learning literature and call such models generative models. For generative models, let

$$\hat{Q}_T(\cdot; u, \psi) := \frac{1}{K} \sum_{k=1}^{K} \hat{Q}_m^{(k)}(\cdot; u, \psi),$$

where for each $k = 1, \ldots, K$, we generate a simulated sample with size $m$ from the parametric model with parameter $\psi$ and then construct $\hat{Q}_m^{(k)}(\cdot; u, \psi)$ from the simulated sample. Here, $m$ is a function of $T$, and $\hat{Q}_m^{(k)}(\cdot; u, \psi)$ is independent of $Q_T(\cdot; u)$. Let $\hat{\psi}_{T,m}$ satisfy

$$\int_{\mathbb{R}^d-1} (Q_T(s; u) - \hat{Q}_T(s; u, \hat{\psi}_{T,m}))^2 w(s)d\varsigma(u)$$

$$= \inf_{\psi \in \mathcal{H}} \int_{\mathbb{R}^d-1} (Q_T(s; u) - \hat{Q}_T(s; u, \psi))^2 w(s)d\varsigma(u) + \nu_T,$$

where $\nu_T = o_p(T^{-1})$. We call $\hat{\psi}_{T,m}$ a simulated minimum sliced distance (SMSD) estimator.

3.3 Adversarial Perspective

Both the MSWD and MSCD estimators are variants of the GAN estimator originally proposed in Goodfellow et al. [2014] and extended to structural models in Kaji et al. [2020]. The population criterion function for the original GAN estimator is the Jensen-Shannon divergence between the true distribution and the distribution induced by the generative model. Arjovsky et al. [2017] propose Wasserstein GAN based on the Earth Mover or 1-Wasserstein distance and implement it using the dual form of the 1-Wasserstein distance. Lei et al. [2019] develop Wasserstein GAN based on the 2-Wasserstein distance. The main contribution of Lei et al. [2019] is to show via Brenier theorem that the optimal discriminator is in fact uniquely determined by the generator so the optimization can be carried out in one step. However, since the dimension of the observed variables is typically larger than the dimension of the latent variables in generative models, in order to apply Brenier theorem, Lei et al. [2019] propose to first transform the empirical measure of the data to a corresponding measure for the latent variables via an encoding map and then use the 2-Wasserstein distance between the empirical measure of the latent variables obtained from applying the encoding map and that induced by the generative model. For structural models, it is unclear how to find the encoding map. Besides, the 2-Wasserstein distance is costly to compute when the dimension is high. We demonstrate below that our MSWD estimator overcomes the potential drawbacks of the Wasserstein GAN in Lei et al. [2019]: no encoding map is needed; since the two distributions being compared are of the same dimension 1 and the sliced WD is easy to compute.

Let $\mu$ be probability measure, and $\mu(\psi)$ be the model-induced probability measure which depends on parameter $\psi$. From the dual formulation for $\mathcal{W}^2(u^\#_\mu, u^\#_\mu(\psi))$, we obtain that

$$\mathcal{W}^2(u^\#_\mu, u^\#_\mu(\psi)) = \max_{\varphi} \left[ \int \varphi(x) du^\#_\mu(x) + \int \varphi^*(y) du^\#_\mu(y; \psi) \right],$$

where $\varphi^*$ is the Legendre-Fenchel transform of $\varphi$ defined as

$$\varphi^*(y) := \sup_x (x^T y - \varphi(x)).$$
It is known from Brenier theorem that for any fixed $\psi \in \Psi$, provided that $u^*_{\#} \mu(\psi)$ has a continuous distribution, there exists a unique transport map $T$ such that 

$$\nabla \varphi_u (x; \psi) = x - T(x; u, \psi) = x - Q(G(s; u, \psi); u)$$

(3.8)

where $\varphi_u (\cdot; \psi)$ is a Kantorovich potential and 

$$W^2(u^*_{\#} \mu, u^*_{\#} \mu(\psi)) = \int (Q(s; u) - Q(s; u, \psi))^2 ds.$$ 

The population criterion function for the MSWD estimator without weighting can then be written as 

$$SW^2_w(\mu, \mu(\psi)) = \int S d^{-1} \left[ \int (Q(x; \psi) - Q(s; u, \psi))^2 ds \right] d\varsigma(u).$$

The MSWD estimator can be interpreted as a sliced Wasserstein GAN estimator:

**Step 1.** Given $\psi$, find the optimal discriminator or a Kantorovich potential $\varphi_u (\cdot; \psi)$ and compute the optimal sample objective function for the discriminator $W^2(u^*_{\#} \mu, u^*_{\#} \mu(\psi))$ at each direction $u \in S^{d-1}$;

**Step 2.** Minimize the integrated optimal sample objective function: $\int S d^{-1} W^2(u^*_{\#} \mu, u^*_{\#} \mu(\psi)) d\varsigma(u)$ with respect to $\psi$.

Given the expression for $\varphi_u (\cdot; \psi)$ in (3.8) or equivalently the expression for $W^2(u^*_{\#} \mu, u^*_{\#} \mu(\psi))$, Step 1 is in fact redundant.

Similarly, using the dual form of the Cramer distance as an integral probability metric (see Bellemare et al. [2017]), the MSCD estimator can be computed in two steps as well.

### 4 Singular, One-sided, and Two-Sided Uniform Models

In contrast to the stochastic singular asset pricing model with $d_y > d^*$, MLE exists for the one-sided and two-sided parameter dependent support models in Example 2.3. However, the asymptotic theory is very different from the classical textbook theory and is crucially dependent on model assumptions. On the other hand, the MSWD and MSCD estimators we propose in the previous section are shown to be consistent and asymptotically normal under very mild conditions for all these models in later sections of this paper.

In this section, we use three simple examples to illustrate the different behaviors of MLE, the original oracle GAN estimator referred to as the JS estimator, and our estimators. The JS estimator is the oracle GAN estimator, which minimizes the JS divergence (See Proposition 1 of Goodfellow et al. [2014] and Example 3 in Kaji et al. [2020].):

$$\hat{\theta}_{JS} = \frac{1}{2T} \sum_{t=1}^{T} \log \left( \frac{2f(y_t; \theta)}{f(y_t; \theta_0) + f(y_t; \theta)} \right) + \frac{1}{2} \int \log \left( \frac{2f(y; \theta)}{f(y; \theta_0) + f(y; \theta)} \right) f(y; \theta) dy,$$

where $f(y_t; \theta)$ the density function of model-induced parametric distribution. Here, we consider the oracle estimator when the size of the simulated sample is infinity to minimize variation caused by the simulated sample.
We first compute the KL divergence, the JS divergence, and SW, SC distances and show that neither KL divergence nor JS divergence exhibits the same smoothness property for all three examples and all parameter values. On the contrary, the SW and SC distances\(^3\) exhibit consistent behavior for all examples and parameter values. We then draw QQ plots of MLE, JS, MSWD, and MSCD estimators.

4.1 Example 1 in Arjovsky et al. [2017]

When \(\mu\) is absolutely continuous with respect to \(\nu\),
\[
KL(\mu|\nu) = \int_{-\infty}^{\infty} \log \left(\frac{d\mu}{d\nu}\right) d\mu \quad \text{and} \quad JS(\mu|\nu) = \frac{1}{2} \int \log \left(\frac{d\mu}{d(0.5\mu + 0.5\nu)}\right) d\mu + \frac{1}{2} \int \log \left(\frac{d\nu}{d(0.5\mu + 0.5\nu)}\right) d\nu,
\]
where \(d\mu/d\nu\) is Radon-Nikodym derivative of \(\mu\) with respect to \(\nu\).

For stochastic singular models such as the asset pricing model in Example 2.1 when \(d^* < d_y\), the support of the distribution of the observed asset prices lies within a low-dimensional manifold in a high-dimensional space and its distribution is not absolutely continuous with respect to any fixed measure. As a result, MLE is not defined, see Arjovsky and Bottou [2017] for general discussions. Example 1 in Arjovsky et al. [2017] illustrates this point nicely.

Let \(Y = g\theta(Z) = (\theta_0, Z)\), where \(\theta_0 = 0\) and \(Z \sim U[0,1]\). Denote the CDF of \(Z\) by \(F_U(z)\), and the CDF of \(Y\) by \(F_Y(x,z;\theta_0)\). Then
\[
F_Y(x,z;\theta_0) = \begin{cases} 
F_U(z) & \text{if } x \geq \theta_0, \\
0 & \text{if } x < \theta_0.
\end{cases}
\]

Since the support of \(F_Y(x,z;\theta)\) is \(\{\theta\} \times [0,1]\), \(F_Y(x,z;0)\) and \(F_Y(x,z;\theta)\) have disjoint supports unless \(\theta = 0\). Arjovsky et al. [2017] show that
\[
KL(\mu_0|\mu_0) = \begin{cases} 
+\infty & \text{if } \theta \neq 0, \\
0 & \text{if } \theta = 0.
\end{cases}
\]
\[
JS(\mu_0|\mu_0) = \begin{cases} 
\log 2 & \text{if } \theta \neq 0, \\
0 & \text{if } \theta = 0.
\end{cases}
\]

Thus, MLE is not defined. Although GAN is defined, it exhibits instable behavior, see Goodfellow et al. [2014], and JS estimator is not defined.

Straightforward calculations show that
\[
W_2^2(\mu_0,\mu_\theta) = \theta^2, \quad SW_2^2(\mu_0,\mu_\theta) = \frac{\theta^2}{2},
\]
\[
C_2(\mu_0,\mu_\theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (F_Y(x,z;0) - F_Y(x,z;\theta))^2 dzdx = \frac{|\theta|}{3},
\]
\[
SC_2(\mu_0,\mu_\theta) = \begin{cases} 
0 & \text{if } \theta = 0, \\
\frac{2(2|\theta|^3 - 1 - 2\theta^2 - 1)\sqrt{\theta^2 + 1} - 3\theta^2 \log(\tan(0.5 \tan^{-1}(|\theta|)))}{3\pi} & \text{otherwise}.
\end{cases}
\]

In contrast to KL and JS divergences, Wasserstein distance and Cramer distance as well as their sliced versions are continuous. In addition, Wasserstein distance and the sliced WD are second-order differentiable; Sliced Cramer distance is first-order differentiable at \(\theta_0 = 0\) but does not have a finite second-order derivative at \(\theta_0 \neq 0\).

\(^3\)The SC distance may not have a finite second-order derivative at \(\theta_0\).
Remark 4.1. The sliced CD has better smoothness property than the Cramer distance, since the Cramer distance is not first-order differentiable at $\theta_0 = 0$. Furthermore, the sample Cramer distance is not well defined for all $\theta$ without weighting:

$$
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (F_T(x, z) - F(x, z; \theta))^2 \,dz \,dx \geq \int_{\theta}^{\infty} \int_{-\infty}^{\infty} (F_T(x, z) - F(x, z; \theta))^2 \,dz \,dx
$$

$$
= \int_{\theta}^{\infty} \int_{-\infty}^{\infty} (F_T(z) - F_U(z))^2 \,dz \,dx
$$

$$
= \infty.
$$

In the following two examples, the KL divergence is well defined and bounded so that MLE exists. However, the first-order derivative of KL divergence may or may not exist resulting in different asymptotic theory for MLE. In contrast, both SWD and SCD are twice continuously differentiable for all parameter values.

### 4.2 A One-sided Uniform Model

Let $Y \sim U[0, \theta_0]$, where $\theta_0 > 0$ is the true parameter. Its distribution function and density function are given by

$$
F(y; \theta) = \begin{cases} 
\frac{y}{\theta} & (y \leq \theta) \\
\frac{\theta}{y} & (0 \leq y \leq \theta)
\end{cases}\text{ for } \theta > 0.
$$

Straightforward algebra shows that

$$
\text{KL}(\mu_0 | \mu_\theta) = \int_0^{\theta_0} f(y; \theta_0) \log \left( \frac{f(y; \theta_0)}{f(y; \theta)} \right) \,dy = \begin{cases} 
\infty & \text{if } \theta < \theta_0, \\
\log(\theta) - \log(\theta_0) & \text{if } \theta \geq \theta_0.
\end{cases}
$$

Given a random sample $\{Y_i\}_{i=1}^T$ on $Y$, Hirano and Porter [2003] studies efficiency of the MLE and BE of $\theta_0$. Specifically, the MLE is given by $Y_{(T)}$, the maximum order statistic of $\{Y_i\}_{i=1}^T$ and

$$
T \left( Y_{(T)} - \theta_0 \right) \overset{d}{\to} -\exp \left( \frac{1}{\theta_0} \right),
$$

where $\exp \left( \frac{1}{\theta_0} \right)$ is the exponential distribution with rate parameter $1/\theta_0$.

Similar calculations for the JS divergence lead to

$$
\text{JS}(\mu_0 | \mu_\theta) = \begin{cases} 
\frac{1}{2} \log \left( \frac{\theta}{\theta + \theta_0} \right) + \frac{1}{2} \frac{\theta}{\theta_0} \log \left( \frac{\theta}{\theta + \theta_0} \right) + \log 2 & \text{if } \theta \leq \theta_0, \\
\frac{1}{2} \log \left( \frac{\theta_0}{\theta + \theta_0} \right) + \frac{1}{2} \log \left( \frac{\theta}{\theta + \theta_0} \right) + \log 2 & \text{if } \theta > \theta_0.
\end{cases}
$$

Although $\text{JS}(\mu_0 | \mu_\theta)$ is continuous at $\theta_0$, its first order left and right derivatives at $\theta = \theta_0$ are different:

$$
\lim_{\theta \uparrow \theta_0} \frac{\partial \text{JS}(\mu_0 | \mu_\theta)}{\partial \theta} = -\frac{\log 2}{\theta_0} < 0 \text{ and } \lim_{\theta \downarrow \theta_0} \frac{\partial \text{JS}(\mu_0 | \mu_\theta)}{\partial \theta} = \frac{\log 2}{\theta_0} > 0.
$$

Straightforward calculations show that

$$
\mathcal{W}^2_2(\mu_\theta, \mu_0) = \frac{1}{3} (\theta - \theta_0)^2 \text{ and } C^2_2(\mu_\theta, \mu_0) = \begin{cases} 
\frac{(\theta - \theta_0)^2}{3\theta_0} & \text{if } \theta \leq \theta_0, \\
\frac{(\theta - \theta_0)^2}{3\theta} & \text{if } \theta > \theta_0.
\end{cases}
$$

In contrast to $\text{JS}(\mu_0 | \mu_\theta)$, both $\mathcal{W}^2_2(\mu_0, \mu_\theta)$ and $C^2_2(\mu_\theta, \mu_0)$ are twice continuously differentiable at $\theta_0$. Although $C^2_2(\mu_\theta, \mu_0)$ has different expressions for $\theta \leq \theta_0$ and $\theta_0 < \theta$, it is twice continuously differentiable at $\theta_0$ with first and second order derivatives given by

$$
\frac{\partial C^2_2(\mu_\theta, \mu_0)}{\partial \theta} \bigg|_{\theta = \theta_0} = 0 \text{ and } \frac{\partial^2 C^2_2(\mu_\theta, \mu_0)}{\partial \theta^2} \bigg|_{\theta = \theta_0} = \frac{2}{3\theta_0}.
$$
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4.3 A Two-sided Uniform Model

Suppose the support of $Y$ is $[0, 1]$ and its density function is

$$f(y; \theta_0) = \begin{cases} \frac{1}{4\theta_0} & \text{if } 0 \leq y \leq \theta_0, \\ \frac{3}{4(1-\theta_0)} & \text{if } \theta_0 < y \leq 1. \end{cases}$$

The density function has a jump at $\theta_0$ with jump size $\frac{4\theta_0 - 1}{4\theta_0(1-\theta_0)}$ which is zero when $\theta_0 = 1/4$ and non-zero otherwise. The CDF of $Y$ is given by

$$F(y; \theta) = \begin{cases} \frac{y}{4\theta} & \text{if } 0 \leq y \leq \theta, \\ \frac{1}{4} + \frac{3(y-\theta)}{4(1-\theta)} = 1 - \frac{3(1-y)}{4(1-\theta)} & \text{if } \theta < y \leq 1 \end{cases}$$

with quantile function

$$Q(p; \theta) = \begin{cases} 4\theta p & \text{if } 0 \leq p \leq 1/4, \\ 1 - \frac{1}{4}(1-\theta)(1-p) & \text{if } 1/4 \leq p \leq 1. \end{cases}$$

The quantile function $Q(p; \theta)$ is linear in $\theta$ and has a kink at 1/4.

Tedious but straightforward calculations yield

$$KL(\mu_0|\mu) = \begin{cases} \frac{\theta}{4\theta_0} \log \left( \frac{\theta}{\theta_0} \right) + \frac{(\theta_0-\theta)}{4\theta_0} \log \left( \frac{1-\theta}{1-\theta_0} \right) + \frac{3}{4} \log \left( \frac{1-\theta}{1-\theta_0} \right) & \text{if } \theta < \theta_0, \\ \frac{1}{4} \log \left( \frac{\theta}{\theta_0} \right) + \frac{3(\theta-\theta_0)}{4(1-\theta_0)} \log \left( \frac{1-\theta}{1-\theta_0} \right) + \frac{3(1-\theta)}{4(1-\theta_0)} \log \left( \frac{1-\theta}{1-\theta_0} \right) & \text{if } \theta > \theta_0. \end{cases}$$

The first-order left and right derivatives are:

$$\lim_{\theta \uparrow \theta_0} \frac{\partial KL(\mu_0|\mu)}{\partial \theta} = \frac{4\theta_0 - (\theta_0 - 1) \log \left( \frac{1-\theta_0}{3\theta_0} \right) - 1}{4(\theta_0 - 1)\theta_0} \leq 0,$$

$$\lim_{\theta \downarrow \theta_0} \frac{\partial KL(\mu_0|\mu)}{\partial \theta} = \frac{4\theta_0 - 3\theta_0 \log \left( \frac{1-\theta_0}{3\theta_0} \right) - 1}{4(\theta_0 - 1)\theta_0} \geq 0.$$  

The left and right derivatives imply that $KL(\mu_0|\mu_0)$ has a local minimum at $\theta = \theta_0$. However, it is not smooth at $\theta = \theta_0$ unless $\theta_0 = 1/4$. In the latter case,

$$\lim_{\theta \uparrow \theta_0} \frac{\partial KL(\mu_0|\mu)}{\partial \theta} = \lim_{\theta \downarrow \theta_0} \frac{\partial KL(\mu_0|\mu)}{\partial \theta} = 0.$$  

Otherwise, when $\theta_0 \neq 1/4$,

$$\lim_{\theta \uparrow \theta_0} \frac{\partial KL(\mu_0|\mu)}{\partial \theta} < 0,$$  

$$\lim_{\theta \downarrow \theta_0} \frac{\partial KL(\mu_0|\mu)}{\partial \theta} > 0.$$  

To summarize, the KL divergence is first-order differentiable only at $\theta_0 = 1/4$; at other values for $\theta_0$, it has left and right derivatives, but they are unequal. When $|\theta_0 - 1/4| > \eta > 0$, an application of Chernozhukov and Hong [2004] implies that MLE is asymptotically non-normally distributed. Tedious computation shows that JS divergence has the same smoothness property as the KL divergence and we expect the same asymptotic properties for the JS estimator as MLE.

On the other hand,

$$W_2^2(\mu, \mu_0) = \frac{1}{3}(\theta - \theta_0)^2$$  

and

$$C_2^2(\mu, \mu_0) = \begin{cases} \frac{(4\theta_0 - 12\theta_0 - 1)(\theta - \theta_0)^2}{4(\theta_0^2 - 1)\theta_0} & \text{if } \theta \leq \theta_0, \\ \frac{(4\theta_0 - 12\theta_0 - 1)(\theta - \theta_0)^2}{4(\theta_0^2 - 1)\theta} & \text{if } \theta_0 < \theta. \end{cases}$$
Both are twice continuously differentiable at \( \theta_0 \in (0,1) \). For \( C_2^2(\mu_\theta, \mu_0) \), it has first and second order derivatives given by

\[
\frac{\partial C_2^2(\mu_\theta, \mu_0)}{\partial \theta} \bigg|_{\theta = \theta_0} = 0 \quad \text{and} \quad \frac{\partial^2 C_2^2(\mu_\theta, \mu_0)}{\partial^2 \theta} \bigg|_{\theta = \theta_0} = \frac{(8\theta_0 + 1)}{24\theta_0(1 - \theta_0)} > 0.
\]

4.4 Numerical Illustration

The table below summarizes the smoothness properties of the four divergences/distances.

<table>
<thead>
<tr>
<th>Distance</th>
<th>KL</th>
<th>JS</th>
<th>SW</th>
<th>SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex1 in Arjovsky et al. [2017]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>One-sided Uniform</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>Two-sided Uniform</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>( \theta_0 = 1/4 )</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>( \theta_0 \neq 1/4 )</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
</tbody>
</table>

FD and SD in the table mean whether the divergence measure is first and second-order differentiable with respect to \( \theta \) at \( \theta = \theta_0 \), respectively.

To illustrate the different distributions of the MLE, GAN, MSWD, and MSCD estimators, we present four figures. In each figure, the left panel plots the divergences/distances and the right panel presents the corresponding QQ plots based on 3000 estimates of t-values with each value computed from a random sample of size 1000, see Figures 1 to 4.

Several conclusions can be drawn from Figures 1 and 4. First, for the singular example in Arjovsky et al. [2017], MLE and JS estimator are not defined; both MSWD and MSCD are close to being normally distributed. Second, for the one-sided uniform model, both MLE and JS estimator are non-normally distributed. Again both MSWD and MSCD are close to being normally distributed. Third, for the two sided uniform model, when \( \theta_0 = 1/4 \), all four estimators are close to being normal; when \( \theta \) is far from 1/4, MLE and JS
Figure 2: A comparison of several divergences when $\theta_0 = 2$ with $T = 1000$ for one-sided uniform model.

Figure 3: A comparison of several divergences when $\theta_0 = 1/4$ with $T = 1000$ for two-sided uniform model.
Figure 4: A comparison of several divergences when $\theta_0 = 1/2$ with $T = 1000$ for two-sided uniform model estimator are non-normal and the distributions of MSWD and MSCD estimators are close to being normal. Indeed, we will verify in Section E in the appendix that the assumptions for consistency and asymptotic normality of MSWD and MSCD estimators in Section 5 are satisfied in one-sided and two-sided models. For the singular model in Example 1 of Arjovsky et al. [2017], we will verify assumptions for the MSWD estimator.

5 Asymptotic Theory

In this section, we establish asymptotic theory for the general MSD estimator $\hat{\psi}_T$ defined in (3.5) under a set of high-level assumptions on $Q_T(s; u)$ and $\hat{Q}_T(s; u, \psi)$. The high-level assumptions allow for broad classes of models and data types. They will be verified under primitive conditions for unconditional, conditional, and generative models in subsequent sections.

5.1 Assumptions and Asymptotic Properties

Assumption 5.1. (i) $\int_{S} (Q_T(s; u) - Q(s; u))^2 w(s)dsd\zeta(u) \overset{p}{\to} 0$;

(ii) $\sup_{\psi \in \Psi} \int_{S} \left( \hat{Q}_T(s; u, \psi) - Q(s; u, \psi) \right)^2 w(s)dsd\zeta(u) \overset{p}{\to} 0$.

Assumption 5.1 imposes that $Q_T(\cdot, \cdot)$ and $\hat{Q}_T(\cdot, \cdot, \psi)$ converge to $Q(\cdot, \cdot)$ and $Q(\cdot, \cdot, \psi)$ in weighted $L_2$-norm, respectively, and the latter is uniform in $\psi \in \Psi$. Assumption 5.2 below states that $\psi_0$ is well-separated.

Assumption 5.2. $\psi_0$ is in the interior of $\Psi$ such that for all $\epsilon > 0$,

$$\inf_{\psi \notin B(\psi_0, \epsilon)} \int_{S} (Q(s; u) - Q(s; u, \psi))^2 w(s)dsd\zeta(u) > 0,$$

where $B(\psi_0, \epsilon) := \{ \psi \in \Psi : \| \psi - \psi_0 \| \leq \epsilon \}$.

Theorem 5.1 (Consistency of $\hat{\psi}_T$). Suppose Assumptions 5.1 and 5.2 hold. Then $\hat{\psi}_T \overset{p}{\to} \psi_0$ as $T \to \infty$. 

To establish the asymptotic normality, additional assumptions are needed. Similar to Andrews [1999] and Pollard [1980], we impose first-order norm-differentiability on \( \hat{Q}_T \) with respect to \( \psi \). Let

\[
\hat{R}_T(s; u, \psi) := \hat{Q}_T(s; u, \psi) - Q_T(s; u, \psi) - (\psi - \psi_0)^\top \hat{D}_T(s; u, \psi),
\]

where \( \hat{D}_T(\cdot; \psi_0) \) is an \( L_2(\mathcal{S} \times \mathbb{S}^{d-1}, w(s)dsd\zeta(u)) \)-measurable function.

**Assumption 5.3.** \( \hat{Q}_T(\cdot; u, \psi) \) is first-order norm-differentiable at \( \psi = \psi_0 \). That is,

\[
\sup_{\psi \in \Psi: \|\psi - \psi_0\| \leq \tau_T} \left| T \int_{\mathcal{S}d-1} \int_{\mathcal{S}} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s)dsd\zeta(u) \right| (1 + \|\sqrt{T}(\psi - \psi_0)\|)^2 = o_p(1)
\]

for any \( \tau_T \to 0 \).

Assumption 5.4 (i) below strengthens Assumption 5.1 (i).

**Assumption 5.4.** The following conditions hold:

(i) \( T \int_{\mathcal{S}d-1} \int_{\mathcal{S}} (Q_T(s; u) - Q(s; u))^2 w(s)dsd\zeta(u) = O_p(1) \);

(ii) \( T \int_{\mathcal{S}d-1} \int_{\mathcal{S}} (\hat{Q}_T(s; u, \psi_0) - Q(s; u, \psi_0))^2 w(s)dsd\zeta(u) = O_p(1) \);

(iii) There exists an \( L_2(\mathbb{R} \times \mathbb{S}^{d-1}, w(s)dsd\zeta) \)-measurable function \( D(\cdot; \cdot; \psi_0) \) such that

\[
\int_{\mathcal{S}d-1} \int_{\mathcal{S}} \left\| \hat{D}_T(s; u, \psi_0) - D(s; u, \psi_0) \right\|^2 w(s)dsd\zeta(u) = o_p(1).
\]

**Assumption 5.5.**

\[
\sqrt{T} \left( \int_{\mathcal{S}d-1} \int_{\mathcal{S}} (Q_T(s; u) - Q(s; u))D(s; u, \psi_0)w(s)dsd\zeta(u) \right) \xrightarrow{d} N(0, V_0)
\]

for some positive semidefinite matrix \( V_0 \).

**Assumption 5.6.**

\[
B_0 := \int_{\mathcal{S}d-1} \int_{\mathcal{S}} D(s; u, \psi_0)D^\top(s; u, \psi_0)w(s)dsd\zeta(u)
\]

is positive definite.

**Theorem 5.2** (Asymptotic normality of \( \hat{\psi}_T \)). Suppose Assumptions 5.1 to 5.6 hold. Then,

\[
\sqrt{n}(\hat{\psi}_T - \psi_0) \xrightarrow{d} N(0, \Omega_0^{-1}B_0^{-1}),
\]

where \( \Omega_0 = (e_1^\top, -e_1^\top)V_0(e_1^\top, -e_1^\top) \) in which \( e_1 = (1, \ldots, 1)^\top \) is a \( d_\psi \) by 1 vector of ones.

**Remark 5.1.** Similar to Bernton et al. [2019], we can use a subsampling approach (e.g., Theorems 2.2.1. and 3.3.1 in Politis et al. [1999]) or bootstrapping for inference.

### 5.2 Norm-differentiability Assumption

We note here that when \( \hat{Q}_T(\cdot; u, \psi) = Q(\cdot; u, \psi) \) such as in unconditional models, we have \( \hat{D}_T(s; u, \psi_0) = D(s; u, \psi_0) \) so Assumptions 5.4 (ii) and (iii) automatically hold. The norm-differentiability assumption in
Assumption 5.3 allows for the function \( Q(\cdot; u, \psi) \) to have a finite number of kink points such as in one-sided and two-sided models, in which case one can take
\[
D_T(s; u, \psi_0) = \begin{cases} 
\frac{\partial Q(s; u, \psi_0)}{\partial \psi} |_{\psi=\psi_0} & \text{when } s \text{ is not a kink point;} \\
0 & \text{when } s \text{ is a kink point.}
\end{cases}
\]

To illustrate, we show below that Assumption 5.3 is satisfied in the one-sided and two-sided uniform models for the unweighted MSCD estimator, see Section E in the appendix for the MSWD estimator.

**Example 5.1.** Consider the one-sided uniform model. Since
\[
F(y; \psi) = \begin{cases} 
0 & \text{if } y \leq 0, \\
\frac{y}{\psi} & \text{if } 0 < y < \psi, \\
1 & \text{if } y \geq \psi,
\end{cases}
\]

one can take
\[
\tilde{D}_T(s; \psi_0) = \begin{cases} 
0 & \text{if } y \leq 0, \\
-\frac{y}{\psi_0} & \text{if } 0 < y < \psi_0, \\
0 & \text{if } y \geq \psi_0.
\end{cases}
\]

Then
\[
\int_{-\infty}^{\infty} \left( F(y; \psi) - F(y; \psi_0) - (\psi - \psi_0)\tilde{D}_T(s; \psi_0) \right)^2 ds = \begin{cases} 
-\frac{(\psi - \psi_0)^3}{3\psi_0} & \text{if } \psi < \psi_0, \\
\frac{(\psi - \psi_0)^3}{3\psi_0} & \text{if } \psi \geq \psi_0,
\end{cases}
\]

and
\[
\sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} \frac{T \int_{\mathbb{R}^d-1} \int_{-\infty}^{\infty} \left( \tilde{R}_T(s; u, \psi, \psi_0) \right)^2 dsd\zeta(u)}{(1 + \|\sqrt{T}(\psi - \psi_0)\|^2)^2} 
\leq \sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} \frac{\int_{\mathbb{R}^d-1} \int_{-\infty}^{\infty} \left( \tilde{R}_T(s; u, \psi, \psi_0) \right)^2 dsd\zeta(u)}{\|\psi - \psi_0\|^2} = o(1).
\]

**Example 5.2.** Similarly, for the two-sided uniform model,
\[
F(y; \psi) = \begin{cases} 
\frac{y}{4\psi} & \text{if } 0 \leq y < \psi, \\
\frac{1}{4} + \frac{3(y-\psi)}{4(1-\psi)} = 1 - \frac{3(1-y)}{4(1-\psi)} & \text{if } \psi \leq y \leq 1.
\end{cases}
\]

Let
\[
\tilde{D}_T(s; \psi_0) = \begin{cases} 
0 & \text{if } s \leq 0, \\
-\frac{y}{4\psi_0} & \text{if } 0 < s < \psi_0, \\
0 & \text{if } y = \psi_0, \\
-\frac{3(1-y)}{4(1-\psi_0)} & \text{if } \psi_0 < s < 1, \\
0 & \text{if } s \geq 1.
\end{cases}
\]
Then,

\[
\int_{-\infty}^{\infty} \left( F(y; \psi) - F(y; \psi_0) - (\psi - \psi_0)\tilde{D}_T(s; \psi_0) \right)^2 ds
\]

\[
= \begin{cases} 
\frac{- (\psi - \psi_0)^3 (4\psi_0 - 1) + 12\psi_0^2 - 4\psi_0 + 1}{48(\psi - 1)(\psi_0 - 1)\psi_0^2} & \text{if } \psi < \psi_0, \\
\frac{(\psi - \psi_0)^3 (12\psi \psi_0 + 4\psi_0^2 - 8\psi_0 + 1)}{48\psi \psi_0(1-\psi_0)^2} & \text{if } \psi \geq \psi_0.
\end{cases}
\]

and

\[
\sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} \left| T \int_{g_{\Psi}} \left( \frac{T(s; u, \psi, \psi_0)}{1 + \|T(\psi - \psi_0)\|^2} \right)^2 ds d\xi(u) \right| 
\leq \sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} \left| \int_{g_{\Psi}} \left( \frac{\tilde{R}_T(s; u, \psi, \psi_0)}{\|\psi - \psi_0\|^2} \right)^2 ds d\xi(u) \right| = o(1).
\]

In contrast, the norm differentiability assumption for the asymptotic normality of MLE is not satisfied in the one-sided uniform model, see Remark 5.2 below.

**Remark 5.2.** [van de Vaart, 1998, Counterexample 7.9]

Suppose we have an i.i.d. real valued sample \( \{Z_t\}_{t=1}^T \) with density \( f(\cdot; \psi) \). According to Theorem 5.39 of van de Vaart [1998], the MLE estimator of \( \psi_0 \) follows asymptotically normal distribution when 1) there exists a measurable function \( d(x; \psi_0) \) such that as \( \psi \to \psi_0 \),

\[
\int \left[ \sqrt{f(x, \psi)} - \sqrt{f(x, \psi_0)} - \frac{1}{2} (\psi - \psi_0) \right]^2 dx = o(\|\psi - \psi_0\|^2)
\]

and 2) there exists a measurable function \( \ell(\cdot) \) with \( \int \ell(\cdot)^2 f(x; \psi_0) dx < \infty \) such that for every \( \psi_1 \) and \( \psi_2 \) in a neighborhood of \( \psi_0 \),

\[
| \log f(x; \psi_1) - \log f(x; \psi_2) | \leq \ell(\cdot) \|\psi_1 - \psi_2\|.
\]

Counterexample 7.9 in van de Vaart [1998] shows that the family of one-sided uniform distributions \( U[0, \psi] \), \( \psi > 0 \), does not satisfy equation (5.2). We present this discussion in van de Vaart [1998] for completeness. Let \( f(x; \psi) = \frac{1}{\psi} I\{x \in [0, \psi]\} \) be the pdf of one-sided uniform model, and suppose there exists a measurable \( d(x; \psi_0) \) such that equation (5.2) holds. When \( \psi > \psi_0 \),

\[
\int \left[ \sqrt{f(x, \psi)} - \sqrt{f(x, \psi_0)} - \frac{1}{2} (\psi - \psi_0) \right]^2 dx
\]

\[
\geq \int_{f(x, \psi_0) = 0} \left[ \sqrt{f(x, \psi)} - \sqrt{f(x, \psi_0)} - \frac{1}{2} (\psi - \psi_0) \right]^2 dx
\]

\[
= \int_{f(x, \psi_0) = 0} f(x, \psi) dx = \frac{\psi - \psi_0}{\psi} = O(\psi - \psi_0).
\]

However, it is a contradiction to the assumption that equation (5.2) holds.
6 Unconditional Models

For unconditional models, we can take \( \hat{Q}_T(\cdot; u, \psi) := Q(\cdot; u, \psi) \) in (3.5), and \( \hat{D}_T(\cdot, u, \psi_0) := D(\cdot, u, \psi_0) \), a deterministic \( L_2([0, 1] \times S^{d-1}, w(s)dsd\langle u \rangle) \)-measurable function. Let

\[
R(s; u, \psi, \psi_0) := Q(s; u, \psi) - Q(s; u, \psi_0) - (\psi - \psi_0)^\top D(s; u, \psi_0).
\]

Theorems 5.1 and 5.2 imply the following Corollary.

**Corollary 6.1.** (i) \( \hat{\psi}_T \overset{D}{\to} \psi_0 \) as \( n \to \infty \) under Assumptions 5.1 (i) and 5.2; (ii) \( \sqrt{T}(\hat{\psi}_T - \psi_0) \overset{d}{\to} N(0, B_0^{-1} \Omega_0 B_0^{-1}) \) under Assumptions 5.1 (i), 5.2, 5.3, 5.4 (i), 5.6, and 5.5 with \( V_0 = \begin{pmatrix} \Omega_0 & 0 \\ 0 & 0 \end{pmatrix} \). Here, \( \Omega_0 \) is a \( d_\psi \times d_\psi \) positive semi-definite matrix.

In the rest of this section, we will verify the high-level Assumptions 5.4 (i) and 5.5 for \( \beta \)-mixing processes since Assumption 5.1 (i) is implied by Assumption 5.4 (i).

**Definition 6.1 (c.f., Bradley [2005]).** Consider the probability space \((\Omega, F, P)\). Let \( \mathcal{A} \subset F \) and \( \mathcal{B} \subset F \) be two sigma fields. We define

\[
\beta(\mathcal{A}, \mathcal{B}) = \sup \frac{1}{2} \sum_{i=1}^{I} \sum_{j=1}^{J} |P(A_i \cap B_j) - P(A_i)P(B_j)|
\]

where supremum is taken over all pairs of (finite) partitions \( \{A_1, \ldots, A_I\} \) and \( \{B_1, \ldots, B_J\} \) of \( \Omega \) such that \( A_i \in \mathcal{A} \) for each \( i \) and \( B_j \in \mathcal{B} \) for each \( j \).

Suppose we have a (not necessary stationary) random process \( \{Z_t\}_{t \in \mathbb{Z}} \) for \( t \in \mathbb{Z} \), where \( \mathbb{Z} \) is a set of integers. Let’s denote \( F_{j}^{\infty} = \sigma(Z_t, J \leq t \leq L, t \in \mathbb{Z}) \) to be sigma-field generated by \( \{Z_t\} \) where \( J \leq t \leq L \). Then, \( \{Z_t\} \) is \( \beta \)-mixing if \( \beta_k := \sup_{j \in \mathbb{Z}} \beta(F_{j-k}^{\infty}, F_{j+k}^{\infty}) \to 0 \) as \( k \to \infty \).

**Condition 6.1.** \( \{Z_t\}_{t=1}^{\infty} \) is a strictly stationary \( \beta \)-mixing process with \( k^r \beta_k \to 0 \) as \( k \to \infty \) for some \( r > 1 \).

Let \( F(z; \psi_0) \) denote the cdf of \( Z \), \( G(s; u, \psi_0) \) denote the cdf of \( u^\top Z \), and \( G_T(s; u) \) be the empirical CDF of \( \{u^\top Z_t\}_{t=1}^{T} \), where \( Z_t \sim F(z; \psi_0) \). That is,

\[
G_T(s; u) = \frac{1}{T} \sum_{t=1}^{T} I(u^\top Z_t \leq s).
\]

We focus on \( d > 1 \) in the rest of this section. Appendix F.1 collects results for \( d = 1 \).

6.1 MSWD Estimator

We denote \( Q(\cdot; u, \psi_0) \) to be the quantile function of \( u^\top Z \).

6.1.1 Verification of Assumption 5.4 (i)

For a given \( u \in S^{d-1} \), let

\[
G(s; u, \psi) = \int 1(u^\top z \leq s) dF(z; \psi), \text{ for } s \in \mathbb{R}.
\]

It is known that \( \{I(u^\top Z_t \leq s) : u \in S^{d-1}, s \in \mathbb{R}\} \) is VC subgraph class (See Example 3.7.4c in van de Geer [2009] and Example 7.21 in Sen (2021)). We apply the weak convergence result for empirical processes indexed by VC subgraph class in Corollary 2.1 of Arcones and Yu [1994] (See Lemma C.1) to establish our first lemma below.
\textbf{Lemma 6.1.} Under Condition 6.1, we have
\[
\sqrt{t}(G_t(\cdot, \psi_0) - G(\cdot, \psi_0)) \Rightarrow B(\cdot, \cdot)
\]
in $D_\infty$. Here $B(\cdot, \cdot)$ is a Gaussian process with mean 0 and the covariance given by
\[
\sum_{i,j} \text{Cov}(I\{u^\top Z_i \leq s\}, I\{v^\top Z_j \leq l\})
\]
for $u \in \mathbb{S}^{d-1}$, $v \in \mathbb{S}^{d-1}$, $s \in \mathbb{R}$, and $l \in \mathbb{R}$.

For stochastic singular unconditional models, the distribution of $Z_t$ is singular and that of $u^\top Z_t$ may be degenerate. Let
\[
\mathcal{N}_0 = \{ u \in \mathbb{S}^{d-1} : G(\cdot, u, \psi_0) \text{ is degenerate} \}.
\]
It is nonempty when the distribution of $Z_t$ is singular. In Example 1 in Arjovsky et al. [2017], $Y = (\theta, Z)$, where $\theta$ is a deterministic constant and $Z \sim U[0, 1]$. Then $u^\top Y = u_1 \theta + u_2 Z$ is degenerate when $u = (1, 0)$ or $u = (-1, 0)$. Thus, $\mathcal{N}_0 = \{ (1, 0), (-1, 0) \}$.

\textbf{Example 6.1.} Let us consider a simple asset-pricing/state space model.
\[
y_t = a + by_t^*, \\
y_t^* = \rho y_{t-1}^* + \epsilon_t, \; \epsilon_t \sim \mathcal{N}(0, 1),
\]
where $|\rho| < 1$ and $d_y > d_y^* = 1$.

The unconditional distribution of $y_t$ is $\mathcal{N}(a, bb^\top/(1 - \rho^2))$, which is singular. The distribution of $u^\top y_t$ is degenerate when $u^\top b = 0$. So $\mathcal{N}_0 = \{ u \in \mathbb{S}^{d-1}, u^\top b = 0 \}$.

We are now ready to verify Assumption 5.4 (i).

\textbf{Lemma 6.2.} Suppose that $G(s; u, \psi_0)$ is absolutely continuous and differentiable with respect to $s$ for all $u \notin \mathcal{N}_0$ and the density function $g(s; u, \psi_0)$ of $G(s; u, \psi_0)$ is bounded above with respect to $s$ for each $u \notin \mathcal{N}_0$. Let us assume that there exists a positive constant $C$ such that
\[
\int_{u \in \mathbb{S}^{d-1} \setminus \mathcal{N}_0} \int_0^1 \frac{w(s)}{g^2(G^{-1}(s; u, \psi_0); u, \psi_0)} ds dk(u) < C < \infty, \tag{6.1}
\]
and
\[
\sup_{u \in \mathbb{S}^{d-1} \setminus \mathcal{N}_0} \sup_{s \in \text{supp}(w)} \left| \frac{g(G^{-1}(s; u, \psi_0); u, \psi_0)}{g(G^{-1}(\tilde{s}(s; u); u, \psi_0); u, \psi_0)} \right| = O_p(1) \tag{6.2}
\]
for $\tilde{s}(s; u, \psi_0)$ such that $\sup_{u \in \mathbb{S}^{d-1} \setminus \mathcal{N}_0} \sup_{s \in \text{supp}(w)} |\tilde{s}(s; u, \psi_0) - s| = o_p(1)$. Then, Assumption 5.4 (i) holds under Condition 6.1.

When the joint density $f(z; \psi)$ of $Z$ is uniformly bounded from below by a positive absolute constant, the density $g(t; s, \psi)$ of the projected variable $u^\top Z$ is also uniformly bounded from below by a positive absolute constant. Then, equations (6.1) and (6.2) in Lemma 6.2 are satisfied. When $g(t; s, \psi)$ is uniformly bounded from below and above by absolute constants, Ahidar-Coutrix and Berthet [2021] provides Bahadur-Kiefer representation and uniform CLT theorem of empirical quantile process of projected variables $\{u^\top Z_t\}$ for random sample $\{Z_t\}$.
Remark 6.1. When \( w(s) = 1 \) for \( s \in [\delta, 1 - \delta] \) for some \( \delta > 0 \), we can show equation (6.2) under the following assumption:

\[
\sup_{u \in \Sigma^{d-1}/N_0} \sup_{s \in \mathbb{R}} \frac{g'(s; u, \psi_0)(1 - G(s; u, \psi_0))}{g^2(s; u, \psi_0)} \left| \frac{g'(s; u, \psi_0)}{g^2(s; u, \psi_0)} \right| = \sup_{u \in \Sigma^{d-1}/N_0} \sup_{s \in (0, 1)} \left| s(1 - s) \right| \frac{g'(G^{-1}(s; u, \psi_0); u, \psi_0)}{g^2(G^{-1}(s; u, \psi_0); u, \psi_0)} < \infty, \tag{6.3}
\]

where \( g'(s; u, \psi_0) = \partial g(s; u, \psi_0)/\partial s \). When \( d = 1 \), this condition is the same as that in Theorem 3 of Csorgo and Révész [1978].

To show (6.3), we can use arguments in the proof of Lemma 1 in Csorgo and Révész [1978]. For \( u \in \Sigma^{d-1}/N_0 \),

\[
\left| \frac{\partial}{\partial s} \log \left( \frac{g(G^{-1}(s; u, \psi_0); u, \psi_0)}{g(G^{-1}(s; u, \psi_0); u, \psi_0)} \right) \right| = \left| \gamma \log \left( \frac{s_1}{1 - s_1} \right) - \gamma \log \left( \frac{s_2}{1 - s_2} \right) \right| = \gamma \frac{\partial}{\partial s} \log \left( \frac{s}{1 - s} \right).
\]

Then, when \( s_1 > s_2 \), we have for \( u \in \Sigma^{d-1}/N_0 \),

\[
\log \left( \frac{g(G^{-1}(s_1; u, \psi_0); u, \psi_0)}{g(G^{-1}(s_2; u, \psi_0); u, \psi_0)} \right) \leq \gamma \log \left( \frac{s_1}{1 - s_1} \right) - \gamma \log \left( \frac{s_2}{1 - s_2} \right) = \gamma \log \left( \frac{s_1 (1 - s_2)}{s_2 (1 - s_1)} \right);
\]

when \( s_1 < s_2 \) we have for \( u \in \Sigma^{d-1}/N_0 \),

\[
\log \left( \frac{g(G^{-1}(s_1; u, \psi_0); u, \psi_0)}{g(G^{-1}(s_2; u, \psi_0); u, \psi_0)} \right) \leq \gamma \log \left( \frac{s_2}{1 - s_2} \right) - \gamma \log \left( \frac{s_1}{1 - s_1} \right) = \gamma \log \left( \frac{s_2 (1 - s_1)}{s_1 (1 - s_2)} \right).
\]

Therefore, we have for \( u \in \Sigma^{d-1}/N_0 \),

\[
\left( \frac{g(G^{-1}(s_1; u, \psi_0); u, \psi_0)}{g(G^{-1}(s_2; u, \psi_0); u, \psi_0)} \right) \leq \left\{ \frac{s_1 \lor s_2}{s_1 \land s_2} \left( \frac{1 - (s_1 \land s_2)}{1 - (s_1 \lor s_2)} \right) \right\}^{\gamma}.
\]

This implies for \( u \in \Sigma^{d-1}/N_0 \),

\[
\left( \frac{g(G^{-1}(s; u, \psi_0); u, \psi_0)}{g(G^{-1}(s; u, \psi_0); u, \psi_0)} \right) \leq \left\{ \frac{s \lor \tilde{s}(s; u)}{s \land \tilde{s}(s; u)} \left( \frac{1 - (s \land \tilde{s}(s; u))}{1 - (s \lor \tilde{s}(s; u))} \right) \right\}^{\gamma}.
\]

When \( w(s) = 1 \) for \( s \in [\delta, 1 - \delta] \) for some \( \delta > 0 \),

\[
\sup_{u \in \Sigma^{d-1}/N_0} \sup_{s \in [\delta, 1 - \delta]} \left( \frac{g(G^{-1}(s; u, \psi_0); u, \psi_0)}{g(G^{-1}(s; u, \psi_0); u, \psi_0)} \right) \leq \sup_{u \in \Sigma^{d-1}/N_0} \sup_{s \in [\delta, 1 - \delta]} \left( \frac{s \lor \tilde{s}(s; u)}{s \land \tilde{s}(s; u)} \left( \frac{1 - (s \land \tilde{s}(s; u))}{1 - (s \lor \tilde{s}(s; u))} \right) \right) \gamma = O_p(1)
\]

since \( \sup_{u \in \Sigma^{d-1}/N_0} \sup_{s \in \supp[w]} |\tilde{s}(s; u) - s| = o_p(1) \).

6.1.2 Verification of Assumption 5.5

Let \( \mathbb{D} \) be the space of univariate distribution functions, and \( \mathbb{D}_1 \) be the restriction on \( \mathbb{D} \) such that the domain of the distribution functions in \( \mathbb{D}_1 \) is the same as the support of \( G(s; u) \) for each \( u \). Let \( \mathbb{D}_2 = L_2([0, 1] \times \Sigma^{d-1}, w(s)dsdu(u)) \).
Lemma 6.3. Assume that $G(s; u)$ is absolutely continuous and differentiable with respect to $s$ for each $u \not\in \mathcal{N}_0$, and that $g(s; u)$ is bounded above with respect to $s$ for each $u \notin \mathcal{N}_0$. Further, suppose that there exists a positive constant $C$ such that
\[
\int_{u \in \mathbb{S}^{d-1} / \mathcal{N}_0} \int_0^1 \frac{w(s)}{g^2(G^{-1}(s; u; \psi_0); u; \psi_0)} \, du \, d\varsigma(u) < C < \infty, \tag{6.4}
\]
and
\[
\sup_{u \in \mathbb{S}^{d-1} / \mathcal{N}_0} \sup_{s \in \text{supp} \{w\}} \left| \frac{g(G^{-1}(s; u; \psi_0); u, \psi_0)}{g(G^{-1}(\tilde{s}; u; \psi_0); u, \psi_0)} \right| = O(1) \tag{6.5}
\]
for $\tilde{s}(s, u, \psi_0)$ such that $\sup_{u \in \mathbb{S}^{d-1} / \mathcal{N}_0} \sup_{s \in [0, 1]} |\tilde{s}(s; u, \psi_0) - s| = o(1)$. Then, $\phi(G) : \mathbb{D}_1 \subset \mathbb{D} \mapsto \mathbb{D}_2$, where $\phi(G) = G^{-1}(s; u)$, is Hadamard differentiable at $G \in \mathbb{D}_1$ tangentially to $\mathbb{D}_1$, and its derivative is
\[
\phi'_G(h) = \begin{cases} 
\frac{h(G^{-1}(s; u; \psi_0); u)}{g(G^{-1}(s; u; \psi_0); u, \psi_0)} & \text{if } u \notin \mathcal{N}_0; \\
0 & \text{if } u \in \mathcal{N}_0.
\end{cases}
\]

When the weight function is $w(s) = 1$ for $s \in [\delta, 1-\delta]$ for some $\delta > 0$, Equation (6.3) implies Equation (6.5).

Lemma 6.4. Let’s denote $\phi(\bar{Q}) : \mathbb{D}_2 \rightarrow \mathbb{R}$, where
\[
\phi(\bar{Q}) = \int_{u \in \mathbb{S}^{d-1}} \int_0^1 \bar{Q}(s; u)D(s; u, \psi_0)w(s)dsd\varsigma(u)
\]
Then, $\phi(\cdot)$ is Hadamard differentiable at $Q \in \mathbb{D}_2$ tangentially to $\mathbb{D}_2$ under Assumption 5.6, and the derivative is
\[
\phi'_Q(h) = \int_{u \in \mathbb{S}^{d-1}} \int_0^1 h(s; u)D(s; u, \psi_0)w(s)dsd\varsigma(u)
\]

Proof. Let $Q_n(s; u) = Q(s; u) + t_n h_n(s; u)$ where $t_n \downarrow 0$ as $n \rightarrow \infty$, $h_n(s, u) \in \mathbb{D}_2$, $\lim_{n \rightarrow \infty} \int_{u \in \mathbb{S}^{d-1}} \int_0^1 |h_n(s, u) - \bar{Q}(s; u)|^2 w(s)dsd\varsigma(u) = 0$, and $Q, Q_n \in \mathbb{D}_2$.

Then, we have
\[
\left\| \frac{\phi(Q_n) - \phi(Q)}{t_n} - \phi'_Q(h) \right\| = \left\| \int_{u \in \mathbb{S}^{d-1}} \int_0^1 h_n(s; u) - h(s, u)D(s; u, \psi_0)w(s)dsd\varsigma(u) \right\|
\leq \left( \int_{u \in \mathbb{S}^{d-1}} \int_0^1 |h_n(s; u) - h(s, u)|^2 D(s; u, \psi_0)w(s)ds \right)^{1/2} \left( \int_{u \in \mathbb{S}^{d-1}} \int_0^1 \|D(s; u, \psi_0)\|^2 w(s)dsd\varsigma(u) \right)^{1/2}
= o(1).
\]

Combining Lemmas 6.3 and 6.4, we can show that Assumption 5.5 is satisfied.

Lemma 6.5. Suppose Assumption 5.3 and all conditions in Lemma 6.3 hold. Then, Assumption 5.5 is satisfied with $V = \begin{pmatrix} \Omega_0 & 0 \\ 0 & 0 \end{pmatrix}$ in which $\Omega_0$ is the long-run variance of $\{K_t\}$, where
\[
K_t = \int_{u \in \mathbb{S}^{d-1}} \int_0^1 \frac{1}{g(G^{-1}(s; u; \psi_0); u; \psi_0)} \left[ I(G(u^\top Z_t; u, \psi_0) \leq s) - s \right] D(s; u, \psi_0)w(s)dsd\varsigma(u).
\]
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Lemma 6.7. In addition to Conditions 6.1 and 6.2, let’s assume
then, by applying CLT, we have the desired result.

Proof. Note that

\[
\begin{align*}
T E \left[ \int_{u \in S^{d-1}} \int_{-\infty}^{\infty} (G_T(s; u, \psi_0) - G(s; u, \psi_0))^2 w(s) ds d\zeta(u) \right] \\
= \int_{u \in S^{d-1}} \int_{-\infty}^{\infty} E \left[ \left\{ \frac{1}{\sqrt{T}} \sum_{t=1}^{T} (I(u^\top Z_t \leq s) - G(s; u, \psi_0)) \right\}^2 \right] w(s) ds d\zeta(u),
\end{align*}
\]

and \( \lim_{k \to \infty} k^r \beta_k = 0 \) implies \( \sum_{k \geq 0} \beta_k < \infty \). When \( \sum_{k \geq 0} \beta_k < \infty \), by following pages 11-12 of Rio [2017], we can show

\[
E \left[ \left\{ \frac{1}{\sqrt{T}} \sum_{t=1}^{T} (I(u^\top Z_t \leq s) - G(s; u, \psi_0)) \right\}^2 \right] < C
\]

for some \( C \) because \( I(u^\top Z_t \leq s) \) is bounded by 1. Therefore, we have the desired result. \( \square \)

Note that

\[
\sqrt{T} \int_{u \in S^{d-1}} \int_{-\infty}^{\infty} (G_T(s; u, \psi_0) - G(s; u, \psi_0)) D(s; u, \psi_0) w(s) ds d\zeta(u)
\]

\[
= \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \int_{u \in S^{d-1}} \int_{-\infty}^{\infty} [I(u^\top Z_t \leq s) - G(s; u, \psi_0)] D(s; u, \psi_0) w(s) ds d\zeta(u)
\]

Then, by applying CLT, we have the desired result.


Proof. Under Conditions 6.1 and 6.2, Assumption 5.4 (i) holds.

6.2 MSCD Estimator

Let \( Q(\cdot; u, \psi) = G(\cdot; u, \psi) \). In this subsection, we will verify Assumptions 5.4 (i) and 5.5 for \( \beta \)-mixing process under the following condition.

**Condition 6.2.** The weight function \( w(s) \) is integrable. That is, \( \int_{R} w(s) ds < \infty \).
7 MSCD Estimators for Conditional Models

For conditional models, \( \hat{Q}_T \) is random. In this section, we verify the high-level assumptions in Section 5 for MSCD estimator for random samples \( \{Z_t\}_{t=1}^T \). Extensions to \( \beta \)-mixing processes can be done with more tedious technical derivations.

Assume that \( \Psi \) is compact. Let \( Z = (Y, X^\top) \), where \( Y \in \mathbb{R} \) and \( X \in \mathbb{R}^{d_x} \). The cdfs of \( Z \) and \( u^\top Z \) are given by

\[
F(z; \psi_0) = \mathbb{E}[F(y|X, \psi_0) I(X \leq x)] \quad \text{and} \quad \hat{G}(s; u, \psi_0) = \Pr(u_1 Y \leq u_2^\top X \leq s)
\]

where

\[
\hat{G}(s; u, \psi_0) = \mathbb{E} \left[ \int_{-\infty}^{\infty} I(u_1 y + u_2^\top X \leq s) f(y|X, \psi_0) dy \right] = \int_{-\infty}^{s} \mathbb{E}[F(u_1 y + u_2^\top X) | X, \psi_0] dy + \int_{s}^{\infty} \mathbb{E}[1 - F(u_1 y + u_2^\top X) | X, \psi_0] dy.
\]

Let \( \hat{Q}_T(; u, \psi) = \hat{G}_T(; u, \psi) \), where

\[
\hat{G}_T(s; u, \psi) = \frac{1}{T} \sum_{t=1}^{T} \int_{-\infty}^{s} I(u_1 y + u_2^\top X_t \leq s) f(y|X_t, \psi_0) dy
\]

\[
= \begin{cases} \frac{1}{T} \sum_{t=1}^{T} F(u_1^{-1}(s - u_2^\top X_t)|X_t, \psi) & \text{if } u_1 > 0 \\ \frac{1}{T} \sum_{t=1}^{T} I(u_2^\top X_t \leq s) & \text{if } u_1 = 0 \\ 1 - \frac{1}{T} \sum_{t=1}^{T} F(u_1^{-1}(s - u_2^\top X_t)|X_t, \psi) & \text{if } u_1 < 0 \end{cases}
\]

We will verify Assumption 5.1 (ii), Assumption 5.3, Assumption 5.4 (ii) and (iii), and Assumption 5.5.

7.1 Verification of Assumptions 5.1 (ii), 5.3, 5.4 (ii) and (iii), and 5.5.

Note that \( \hat{G}_T(s; u, \psi) = \int_{-\infty}^{s} I(u^\top z \leq s) dF_T(z; \psi) = \frac{1}{T} \sum_{t=1}^{T} \mathbb{E}[u^\top Z_t \leq s|X_t, \psi]. \) We have

\[
\hat{G}_T(s; u, \psi) - G(s; u, \psi) = \frac{1}{T} \sum_{t=1}^{T} \left( \mathbb{E}[I(u^\top Z_t \leq s)|X_t, \psi] - \mathbb{E}[I(u^\top Z_t \leq s)|\psi] \right)
\]

Hence, \( \int_{-\infty}^{\infty} (\hat{G}_n(t; u, \psi) - G(t; u, \psi))^2 w(s) ds d\mathbf{c}(u) \) can be represented as a degenerate \( V \)-statistic of order 2. That is,

\[
\int_{u \in \mathbb{S}^{d-1}} \int_{-\infty}^{\infty} (\hat{G}_T(s; u, \psi) - G(s; u, \psi))^2 w(s) ds d\mathbf{c}(u) = \frac{1}{T^2} \sum_{t=1}^{T} \sum_{j=1}^{T} k(X_t, X_j; \psi),
\]

where

\[
k(X_t, X_j; \psi) = \int_{u \in \mathbb{S}^{d-1}} \int_{-\infty}^{\infty} \left( \mathbb{E}[I(u^\top Z_t \leq s)|X_t, \psi] - \mathbb{E}[I(u^\top Z_t \leq s)|\psi] \right) \left( \mathbb{E}[I(u^\top Z_j \leq s)|X_j, \psi] - \mathbb{E}[I(u^\top Z_j \leq s)|\psi] \right) w(s) ds d\mathbf{c}(u).
\]

is a degenerate symmetric kernel function indexed by \( \psi \).

Under the Lipchitz continuity of \( k(x, x') \) with respect to \( \psi \) for every \( x \) and \( x' \), Corollary 4.1 of Newey [1991] or Lemma 4 in appendix of Briol et al. [2019] can be used to verify Assumption 5.1 (ii). Furthermore, Lipchitz continuity of \( k \) is implied by that of \( F \) in the expression (7.1).
Lemma 7.1. Suppose Condition 6.2 holds. Moreover, let us assume that $F(y|X_t, \psi)$ is Lipschitz with respect to $\psi$ in the sense that there exists a function $M(y, x)$ such that for any $\psi, \psi' \in \Psi$,

$$|F(y|x, \psi) - F(y|x, \psi')| \leq M(y, x)||\psi - \psi'||,$$

(7.1)

and $\int_{u \leq 0} \int_{u < 0} \int_{u \neq 0} \int_{u \leq 0} M^2(u^{-1}(s - u^2) x) dF_X(x) w(s) ds d\zeta(u) < \infty$, where $F_X(\cdot)$ is the CDF of $X_t$. Then,

$$\sup_{\psi \in \Psi} \int_{u \leq 0} \int_{u < 0} \int_{u \neq 0} \int_{u \leq 0} (G_T(s; u, \psi) - G(s; u, \psi))^2 w(s) ds d\zeta(u) = o_p(1).$$

Note that under i.i.d assumption, we have

$$\text{TE}\left[ \int_{-\infty}^{\infty} (G_T(s; u, \psi_0) - G(s; u, \psi_0))^2 w(s) ds d\zeta(u) \right]$$

$$= \int_{-\infty}^{\infty} \mathbb{E} \left[ T(G_T(s; u, \psi_0) - G(s; u, \psi_0))^2 \right] w(s) ds d\zeta(u)$$

$$= \int_{-\infty}^{\infty} \mathbb{E} \left[ \left( \mathbb{E}[I(u^T Z_t \leq s)|X_t, \psi_0] - G(s; u, \psi_0) \right)^2 \right] w(s) ds d\zeta(u)$$

$$= \int_{-\infty}^{\infty} \left\{ \mathbb{E} \left[ \left( \mathbb{E}[I(u^T Z_t \leq s)|X_t, \psi_0] \right)^2 \right] - G^2(s; u, \psi_0) \right\} w(s) ds d\zeta(u)$$

$$= \int_{-\infty}^{\infty} G(s; u, \psi_0) \left( 1 - G(t; u, \psi_0) \right) w(s) ds d\zeta(u).$$

Then, we have the following result.

Lemma 7.2. Under Condition 6.2, Assumption 5.4 (ii) holds.

Let

$$R(s; u, \psi, \psi_0) = Q(s; u, \psi) - Q(s; u, \psi_0) - (\psi - \psi_0)^\top D(s; u, \psi_0),$$

where $D(\cdot, \cdot, \psi_0)$ is a $L_2(\mathbb{R} \times \mathcal{S})^d$-measurable function.

Condition 7.1. $Q(\cdot; u, \psi)$ is first-order norm-differentiable at $\psi = \psi_0$. That is,

$$\sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} \left| \frac{T \int_{u \leq 0} \int_{u < 0} \int_{u \neq 0} \int_{u \leq 0} (R(s; u, \psi, \psi_0))^2 w(s) ds d\zeta(u)}{(1 + \|\sqrt{T}(\psi - \psi_0)\|)^2} \right| = o(1)$$

for any $\tau_T \to 0$.

Under condition 7.1, it is enough to show that

$$\sup_{|\psi - \psi_0| \leq \tau_T} \frac{T \left( \int_{u \leq 0} \int_{u < 0} \int_{u \neq 0} \int_{u \leq 0} \left( [\hat{Q}_T(s; u, \psi) - Q(s; u, \psi)] - [\hat{Q}_T(s; u, \psi_0) - Q(s; u, \psi_0)] \right)^2 w(s) ds d\zeta(u) \right)}{(1 + \|\psi - \psi_0\|)^2} = o_p(1),$$

where

$$\hat{Q}_T(s; u, \psi) - Q(s; u, \psi) = \frac{1}{T} \sum_{t=1}^{T} (\mathbb{E}[I(u^T Z_t \leq s)|X_t, \psi] - G(s; u, \psi)).$$
Note that the integral in the numerator can be represented as a degenerate V-statistic of order 2:
\[
\left( \int_{u \in \mathbb{S}^{d-1}} \int_{-\infty}^{\infty} \left( \left[ \hat{Q}_T(s; u, \psi) - Q(s; u, \psi) \right] - \left[ \tilde{Q}_T(s; u, \psi_0) - Q(s; u, \psi_0) \right] \right)^2 w(s) ds d\zeta(u) \right) ^{\frac{1}{2}}
\]
where
\[
k_2(X_t, X_j, \psi, \psi_0) = \int_{u \in \mathbb{S}^{d-1}} \int_{-\infty}^{\infty} \left\{ \left[ \mathbb{E}[I(u^T Z_t \leq s)|X_t, \psi] - G(s; u, \psi) \right] - \left( \mathbb{E}[I(u^T Z_t \leq s)|X_t, \psi_0] - G(s; u, \psi_0) \right) \right\} w(s) ds d\zeta(u)
\]
is a degenerate symmetric kernel.

When \( k_2(x, x', \psi, \psi_0) \) is Lipschitz continuous with respect to \( \psi \) for each \( x, x' \), we can use Corollary 8 in Sherman [1994] and the proof of Lemma 4 in Appendix of Briol et al. [2019] to verify Assumptions 5.3 and 5.4 (iii). Lipschitz continuity of \( k_2 \) is implied by that of \( F(\cdot|x, \psi) \) in the expression (7.1).

**Lemma 7.3.** In addition to all conditions in Lemma 7.1, suppose Condition 7.1 holds. Then, \( \hat{Q}_T(\cdot; \cdot, \psi) \) is norm-differentiable at \( \psi = \psi_0 \) with \( \hat{D}_n(s; u, \psi) = D(s; u, \psi) \). This implies that Assumptions 5.3 and 5.4 (iii) hold.

Note that
\[
\sqrt{T}(\hat{Q}_T(s; u) - Q(s; u)) = \frac{1}{\sqrt{N}} \sum_{i=1}^{n} (I(u^T Z_i \leq s) - G(s; u)) \quad \text{and}
\]
\[
\sqrt{T}(\hat{Q}_T(s; u, \psi_0) - Q(s; u, \psi_0)) = \frac{1}{\sqrt{T}} \sum_{i=1}^{n} \left[ \mathbb{E}[I(u^T Z_i \leq s)|X_i, \psi_0] - G(s; u, \psi_0) \right].
\]

By applying CLT, we obtain the following result.

**Lemma 7.4.** Suppose \( \int_{u \in \mathbb{S}^{d-1}} \int_{-\infty}^{\infty} ||D(s, u, \psi_0)w(s)|| d\zeta(u) < \infty \). Then, Assumption 5.5 holds. That is,
\[
\sqrt{T} \left( \int_{u \in \mathbb{S}^{d-1}} \int_{-\infty}^{\infty} \left( \hat{Q}_T(s; u) - Q(s; u) \right) D(s; u, \psi_0) w(s) ds du \right)
\]
\[
= \frac{1}{\sqrt{T}} \sum_{i=1}^{T} \left( \int_{u \in \mathbb{S}^{d-1}} \int_{-\infty}^{\infty} \left( I(u^T Z_i \leq s) - G(s; u) \right) D(s; u, \psi_0) w(s) ds du \right)
\]
\[
\overset{d}{\rightarrow} N(0, V_0),
\]

where
\[
V_0 = \int_{u \in \mathbb{S}^{d-1}} \int_{u \in \mathbb{S}^{d-1}} \int \int A_{11}(t, s; u, v) A_{12}(t, s; u, v) A_{21}(t, s; u, v) A_{22}(t, s; u, v) \otimes D(s; u, \psi_0) D(t; u, \psi_0) w(s) w(t) ds dt d\zeta(u) d\zeta(v)
\]
\[ A_{11}(t, s; u, v) = E[I(u^\top Z \leq t)I(v^\top Z \leq s)] - G(t; u)G(s, v), \]
\[ A_{22}(t, s; u, v) = E \{ E[I(u^\top Z \leq t|X)]E[I(v^\top Z \leq s|X)] \} - G(t; u)G(s, v), \]
\[ A_{12}(t, s; u, v) = E \{ I(u^\top Z \leq t)E[I(v^\top Z \leq s|X)] \} - G(t; u)G(s, v), \]
\[ A_{21}(t, s; u, v) = E \{ E[I(u^\top Z \leq t|X)]I(v^\top Z \leq s) \} - G(t; u)G(s, v). \]

### 7.2 Example 3.3: General One-sided and Two-sided Models

We now verify conditions in the previous section for the one-sided and two-sided models studied in Chernozhukov and Hong [2004], see also Hirano and Porter [2003]. Following Chernozhukov and Hong [2004], let the density function of error term \( \epsilon = y - g(X, \theta) \) be \( f_\epsilon(\epsilon|X, \theta, \gamma) \). In one-sided models, \( f_\epsilon(\epsilon|X, \theta, \gamma) = 0 \) for \( \epsilon < 0 \) and

\[
F(y|x, \theta, \gamma) = \begin{cases} 
\int_0^{y-g(x, \theta)} f_\epsilon(\epsilon|x, \theta, \gamma) \, d\epsilon & \text{if } y \geq g(x, \theta), \\
0 & \text{otherwise}.
\end{cases}
\]

In two-sided models,

\[
f_\epsilon(\epsilon|X, \theta, \gamma) = \begin{cases} 
f_L,\epsilon(\epsilon|X, \theta, \gamma) & \text{if } \epsilon < 0, \\
f_U,\epsilon(\epsilon|X, \theta, \gamma) & \text{if } \epsilon \geq 0,
\end{cases}
\]

and

\[
F(y|x, \theta, \gamma) = \begin{cases} 
\int_{-\infty}^{y-g(x, \theta)} f_L,\epsilon(\epsilon|x, \theta, \gamma) \, d\epsilon & \text{if } y < g(x, \theta), \\
\int_{-\infty}^{0} f_L,\epsilon(\epsilon|x, \theta, \gamma) \, d\epsilon + \int_{0}^{y-g(x, \theta)} f_U,\epsilon(\epsilon|x, \theta, \gamma) \, d\epsilon & \text{if } y \geq g(x, \theta).
\end{cases}
\]

#### 7.2.1 Lipchitz Continuity of \( F(y|x, \cdot) \)

Suppose \( F(y|x, \psi) \) is absolutely continuous with respect to \( \psi \) for each \( y \) and \( x \), and \( \sup_{y \neq g(x, \psi)} |\partial F(y|x, \psi)/\partial \psi| \) is uniformly bounded by a finite absolute constant. Then \( F(y|x, \psi) \) is Lipchitz continuous with respect to \( \psi \):

\[
|F(y|x, \psi) - F(y|x, \psi')| \leq C\|\psi - \psi'\|.
\]

This condition is stronger than equation (7.1) in the sense that a Lipchitz constant does not depend on \((y, x)\).

**One-sided Model**  
Note that

\[
\frac{\partial F(y|x, \psi)}{\partial \psi} = \begin{cases} 
0 & \text{if } y < g(x, \theta), \\
-\frac{\partial g(x, \psi)}{\partial \psi} f_\epsilon(y - g(X, \psi)|x, \psi) + \int_{0}^{y-g(x, \psi)} \frac{\partial f_\epsilon(\epsilon|x, \psi)}{\partial \psi} \, d\epsilon & \text{if } y \geq g(x, \theta),
\end{cases}
\]

Here, \( \psi = (\theta^\top, \gamma^\top)^\top \), and \( \partial g(x, \psi)/\partial \psi := \partial g(x, \theta)/\partial \theta^\top, 0^\top \) because \( g(x, \theta) \) does not contain \( \gamma \).

**Lemma 7.5.** For one-sided model, let’s assume that \( f_\epsilon(\epsilon|x, \psi) \) is upper semi-continuous in \((\epsilon, \psi)\) for each \( x \), and there exists \( \tilde{f}_\epsilon(\epsilon|x) \) such that

\[
\left\| \frac{f_\epsilon(\epsilon|x, \psi)}{\partial \psi} \right\| \leq \tilde{f}_\epsilon(\epsilon|x) \text{ for all } \epsilon, x, \psi, \text{ and } \int_{0}^{y-g(x, \psi)} \tilde{f}_\epsilon(\epsilon|x) \, d\epsilon \text{ is finite for each } x, \psi, \text{ and } y.
\]
In addition, we assume that
\[
\sup_{x,\psi} \left| \frac{\partial g(x, \psi)}{\partial \psi} \right| < \infty, \quad \sup_{\epsilon, x, \psi} |f_\epsilon(x|\psi)| < \infty, \quad \text{and} \quad \sup_{y, x, \psi} \int_{0}^{y-g(x, \psi)} \frac{\partial f_\epsilon(x|y, \psi)}{\partial \psi} \, dy < \infty.
\]
Then, \(F(y|x, \psi)\) is Lipschitz with respect to \(\psi\) uniformly in \(y\) and \(x\). That is, there exists a finite absolute constant \(C\) such that for any \(\psi, \psi' \in \Psi\),
\[
F(y|x, \psi) - F(y|x, \psi') \leq C \|\psi - \psi'\|.
\]
The first two assumptions in lemma 7.5 ensure validity of interchanging the limit operation and integration. The third and fourth assumptions are included in Condition C2 in Chernozhukov and Hong [2004]. The fifth condition is slightly stronger than their assumption that \(\frac{\partial f_\epsilon(x|y, \psi)}{\partial \psi}\) is uniformly bounded. But we do not require that \(f_\epsilon(0|x, \psi) > \eta > 0\) as in Chernozhukov and Hong [2004].

**Two-sided Model** When \(y < g(x, \psi)\),
\[
\frac{\partial F(y|x, \psi)}{\partial \psi} = - \frac{\partial g(x, \psi)}{\partial \psi} f_{L, \epsilon}(y - g(x, \psi)|x, \psi) + \int_{-\infty}^{y-g(x, \psi)} \frac{\partial f_{L, \epsilon}(x|y, \psi)}{\partial \psi} \, dy;
\]
when \(y > g(x, \psi)\),
\[
\frac{\partial F(y|x, \psi)}{\partial \psi} = - \frac{\partial g(x, \psi)}{\partial \psi} f_{L, \epsilon}(y - g(X, \psi)|X, \psi) + \int_{0}^{y-g(x, \psi)} \frac{\partial f_{L, \epsilon}(x|y, \psi)}{\partial \psi} \, dy + \int_{0}^{y-g(x, \psi)} \frac{\partial f_{U, \epsilon}(x|y, \psi)}{\partial \psi} \, dy.
\]

**Lemma 7.6.** For two-sided model, let’s assume that \(f_{L, \epsilon}(x|\psi)\) and \(f_{U, \epsilon}(x|\psi)\) are continuous in \((\epsilon, \psi)\) for each \(x\), and there exist \(\bar{f}_{L, \epsilon}(y|x)\) and \(\bar{f}_{U, \epsilon}(y|x)\) such that
\[
\left\| \frac{f_{L, \epsilon}(y|x, \psi)}{\partial \psi} \right\| \leq \bar{f}_{L, \epsilon}(y|x), \quad \left\| \frac{f_{U, \epsilon}(\epsilon|x, \psi)}{\partial \psi} \right\| \leq \bar{f}_{U, \epsilon}(\epsilon|x),
\]
\[
\sup_{x, \psi} \int_{-\infty}^{0} \bar{f}_{L, \epsilon}(x|\psi) \, d\epsilon < \infty, \quad \text{and} \quad \int_{0}^{y-g(x, \psi)} \bar{f}_{U, \epsilon}(x|\psi) \, d\epsilon < \infty \text{ for each } y, x, \text{and } \psi.
\]
In addition, we assume that
\[
\sup_{x, \psi} \left| \frac{\partial g(x, \psi)}{\partial \psi} \right| < \infty, \quad \sup_{\epsilon, x, \psi} |f_{L, \epsilon}(x|\psi)| < \infty, \quad \sup_{\epsilon, x, \psi} |f_{U, \epsilon}(x|\psi)| < \infty,
\]
\[
\sup_{y < g(x, \psi), x, \psi} \left| \int_{-\infty}^{y-g(x, \psi)} \frac{\partial f_{L, \epsilon}(x|y, \psi)}{\partial \psi} \, dy \right| < \infty, \quad \sup_{y \geq g(x, \psi), x, \psi} \left| \int_{0}^{y-g(x, \psi)} \frac{\partial f_{U, \epsilon}(x|y, \psi)}{\partial \psi} \, dy \right| < \infty.
\]
Then, \(F(y|x, \psi)\) is Lipschitz continuous with respect to \(\psi\) uniformly in \(y, x\). That is, there exists an absolute positive constant \(C\) such that for any \(\psi, \psi' \in \Psi\),
\[
F(y|x, \psi) - F(y|x, \psi') \leq C \|\psi - \psi'\|.
\]
Like for one-sided model, the first two assumptions in lemma 7.6 ensure validity of interchanging the limit operation and integration. The third and fourth assumptions hold under Condition C2 in Chernozhukov and Hong [2004]. The fifth and sixth conditions are slightly stronger than their assumption that \(\frac{\partial f_{L, \epsilon}(x|y, \psi)}{\partial \psi}\), \(\frac{\partial f_{U, \epsilon}(x|y, \psi)}{\partial \psi}\) are uniformly bounded. But we do not require that
\[
\lim_{\epsilon \downarrow 0} f_{U, \epsilon}(\epsilon|x, \psi) - \lim_{\epsilon \uparrow 0} f_{L, \epsilon}(\epsilon|x, \psi) > \eta > 0
\]
as in Chernozhukov and Hong [2004].
7.2.2 Norm Differentiability

Suppose that all assumptions in Lemmas 7.5 and 7.6 hold. Then,
\[
\frac{\partial}{\partial \psi} \mathbb{E}[F(u_1^{-1}(s - u_2^\top X)|X, \psi)] = \mathbb{E} \left[ \frac{\partial}{\partial \psi} F(u_1^{-1}(s - u_2^\top X)|X, \psi) \right].
\]

For simplicity of notation, let
\[
G(u, s, \psi) = \mathbb{E}[F(u_1^{-1}(s - u_2^\top X_i)|X_i, \psi)],
\]
\[
G_t(u, s, \psi) = F(u_1^{-1}(s - u_2^\top X_i)|X_i, \psi),
\]
\[
D_t(u, s, \psi) = \frac{\partial}{\partial \psi} F(u_1^{-1}(s - u_2^\top X_i)|X_i, \psi),
\]
\[
D(u, s, \psi) = \mathbb{E} \left[ \frac{\partial}{\partial \psi} F(u_1^{-1}(s - u_2^\top X_i)|X_i, \psi) \right],
\]
\[
R(s, u, \psi) = G(u, s, \psi) - G(u, s, \psi_0) - (\psi - \psi_0)^\top D(u, s, \psi),
\]
\[
R_t(u, s, \psi) = G_t(u, s, \psi) - G_t(u, s, \psi_0) - (\psi - \psi_0)^\top D_t(u, s, \psi).
\]

Here, we set $D_t(s, u, \psi) = 0$ at kink point $s$. Note that $R(s, u, \psi) = \mathbb{E}[R_t(s, u, \psi)]$.

We will show that for any $\tau_T \to 0$,
\[
\sup_{\|\psi - \psi_0\| \leq \tau_T} \frac{T \int_{u \in \mathbb{S}^d-1} \int_{-\infty}^{\infty} |R_t(s, u, \psi)|^2 w(s) ds d\varsigma(u) = o(1)}{(1 + \|\sqrt{T}(\psi - \psi_0)\|^2)}
\]
by proving that
\[
\sup_{\|\psi - \psi_0\| \leq \tau_T} \frac{T \mathbb{E} \left[ \int_{u \in \mathbb{S}^d-1} \int_{-\infty}^{\infty} |R_t(s, u, \psi)|^2 w(s) ds d\varsigma(u) \right]}{(1 + \|\sqrt{T}(\psi - \psi_0)\|^2)} = o(1)
\]
for any $\tau_T \to 0$.

First, we assume that $g(x, \psi)$ is Lipshitz continuous at $\psi_0$ uniformly in $x$:
\[
|g(x, \psi) - g(x, \psi')| \leq C_g \|\psi - \psi'\|
\]
and all assumptions in Lemmas 7.5 and 7.6 so $|D_t(s, u, \psi)|$ is uniformly bounded by an absolute constant, and for any $\psi, \psi' \in \Psi$,
\[
|F(y|x, \psi) - F(y|x, \psi')| \leq C \|\psi - \psi'\|.
\]
When $u^{-1}(s - u_2^\top X_i) \in A_T := [g(x, \psi) \wedge g(x, \psi_0) - C_g \tau_T, g(x, \psi) \vee g(x, \psi_0) + C_g \tau_T]$,
\[
|R_t(s, u, \psi)| \leq C \|\psi - \psi'\|.
\]
for some absolute constant $C$. This implies that when $\|\psi - \psi_0\| \leq \tau_T$,
\[
\int_{u \in \mathbb{S}^d-1} \int_{u^{-1}(s - u_2^\top X_i) \in A_T} |R_t(s, u, \psi)|^2 w(s) ds d\varsigma(u)
\]
\[
\leq C \|\psi - \psi_0\|^2 |u_1| \left[ |g(X_i, \psi) - g(X_i, \psi_0)| + 2C \tau_T \right] = O(\tau_T^2).
\]
When $\|\psi - \psi_0\| \leq \tau_T$ and $u^{-1}(s - u_2^T X_i) \notin A_T$, by Taylor theorem, we have

$$F(u^{-1}(s - u_2^T X_i)|x, \psi) - F(u^{-1}(s - u_2^T X_i)|x, \psi_0) = (\psi - \psi_0)^\top \frac{\partial^2 F(u^{-1}(s - u_2^T X_i)|x, \psi)}{\partial \psi \partial \psi'} (\psi - \psi_0)$$

for some $\tilde{\psi}$. When the weight function is integrable,

$$\int_{u \in S_{d-1}} \int_{u^{-1}(s - u_2^T X_i) \notin A_T} |R_\epsilon(s, u, \psi)|^2 w(s) ds d\kappa(u) \leq \sup_{y, x, \psi} \left\| \frac{\partial^2 F(u^{-1}(s - u_2^T x)|x, \psi)}{\partial \psi \partial \psi'} \right\|^2 \|\psi - \psi_0\|^4.$$

Therefore, it is enough to show that

$$\sup_{y, x, \psi} \left\| \frac{\partial^2 F(y|x, \tilde{\psi})}{\partial \psi \partial \psi'} \right\| < \infty.$$  

In the one-sided model, when $y > g(x, \psi),$

$$\frac{\partial^2 F(y|x, \psi)}{\partial \psi \partial \psi'} = -\frac{\partial^2 g(x, \psi)}{\partial \psi \partial \psi'} f_\epsilon(y - g(x, \psi)|x, \psi)$$

$$+ \frac{\partial g(x, \psi)}{\partial \psi} \left[ \frac{\partial g(x, \psi)}{\partial \psi'} f_\epsilon(y - g(x, \psi)|x, \psi) + \frac{\partial f_\epsilon(y - g(x, \psi)|x, \psi)}{\partial \psi'} \right]$$

$$- \frac{\partial g(x, \psi)}{\partial \psi} f_\epsilon(y - g(x, \psi)|x, \psi) + \int_{0}^{y - g(x, \psi)} \frac{\partial^2 f_\epsilon(x, \psi)}{\partial \psi \partial \psi'} d\epsilon.$$

Lemma 7.7. For one-sided model, in addition to all conditions in Lemma 7.5, let us assume that $\partial f_\epsilon(\epsilon|x, \psi)/\partial \psi$ is upper semi-continuous in $\epsilon, \psi$, and there exists $\tilde{f}_\epsilon(\epsilon|x)$ such that

$$\left\| \frac{\partial f_\epsilon(\epsilon|x, \psi)}{\partial \psi} \right\| \leq \tilde{f}_\epsilon(y|x) \int_{0}^{y - g(x, \psi)} \tilde{f}_\epsilon(\epsilon|x) d\epsilon < \infty \text{ for all } y, x, \psi,$$

and

$$\sup_{x, \psi} \left\| \frac{\partial^2 g(x, \psi)}{\partial \psi \partial \psi'} \right\|, \sup_{x, \psi} \left\| \frac{\partial f_\epsilon(\epsilon|x, \psi)}{\partial \psi} \right\|, \sup_{x, \psi} \left\| \frac{\partial f_\epsilon(\epsilon|x, \psi)}{\partial \psi} \right\|, \sup_{x, \psi} \left\| \frac{\partial f_\epsilon(\epsilon|x, \psi)}{\partial \psi} \right\|, \sup_{x, \psi} \int_{0}^{y - g(x, \psi)} \frac{\partial^2 f_\epsilon(\epsilon|x, \psi)}{\partial \psi \partial \psi'} d\epsilon$$

are bounded above by finite constants. Then, $Q_T(\cdot; u, \psi)$ is norm-differentiable at $\psi = \psi_0$ with $D(s; u, \psi) = \mathbb{E} \left[ \frac{\partial^2 F(u^{-1}(s - u_2^T X_i)|x, \psi)}{\partial \psi} \right]$.  

In the two-sided model, when $y < g(x, \psi),$

$$\frac{\partial^2 F(y|x, \psi)}{\partial \psi \partial \psi'} = -\frac{\partial^2 g(x, \psi)}{\partial \psi \partial \psi'} f_{L, \epsilon}(y - g(x, \psi)|x, \psi)$$

$$+ \frac{\partial g(x, \psi)}{\partial \psi} \left[ \frac{\partial g(x, \psi)}{\partial \psi'} f_{L, \epsilon}(y - g(x, \psi)|x, \psi) + \frac{\partial f_{L, \epsilon}(y - g(x, \psi)|x, \psi)}{\partial \psi'} \right]$$

$$- \frac{\partial g(x, \psi)}{\partial \psi} f_{L, \epsilon}(y - g(x, \psi)|x, \psi) + \int_{-\infty}^{y - g(x, \psi)} \frac{\partial^2 f_{L, \epsilon}(\epsilon, x, \psi)}{\partial \psi \partial \psi'} d\epsilon.$$
When \( y > g(x, \psi) \),
\[
\frac{\partial^2 F(y|x, \psi)}{\partial \psi \partial \psi'} = -\frac{\partial^2 g(x, \psi)}{\partial \psi \partial \psi'} f_{U, \epsilon}(y - g(x, \psi)|x, \psi) \\
+ \frac{\partial g(x, \psi)}{\partial \psi} \left[ \frac{\partial g(x, \psi)}{\partial \psi'} f'_{U, \epsilon}(y - g(x, \psi)|x, \psi) + \frac{\partial f_{U, \epsilon}(y - g(x, \psi)|x, \psi)}{\partial \psi'} \right] \\
- \frac{\partial g(x, \psi)}{\partial \psi} f_{U, \epsilon}(y - g(x, \psi)|x, \psi) + \int_{-\infty}^{y-g(x, \psi)} \frac{\partial^2 f_{U, \epsilon}(\epsilon, x, \psi)}{\partial \psi \partial \psi'} d\epsilon. 
\]

Lemma 7.8. For two-sided model, in addition to all conditions in Lemma 7.6, let us assume that \( \partial f_{L, \epsilon}(\epsilon|x, \psi)/\partial \psi \) and \( \partial f_{U, \epsilon}(y|x, \psi)/\partial \psi \) are continuous in \( x, \psi \), and there exist \( \hat{f}_{L, \epsilon}(\epsilon|x) \) and \( \hat{f}_{U, \epsilon}(\epsilon|x) \) such that
\[
\left\| \frac{\partial f_{L, \epsilon}(\epsilon|x, \psi)}{\partial \psi} \right\| \leq \hat{f}_{L, \epsilon}(\epsilon|x), \int_{-\infty}^{0} \hat{f}_{L, \epsilon}(\epsilon|x) d\epsilon < \infty \text{ for all } x, \\
\left\| \frac{\partial f_{U, \epsilon}(\epsilon|x, \psi)}{\partial \psi} \right\| \leq \hat{f}_{U, \epsilon}(\epsilon|x), \int_{0}^{y-g(x, \psi)} \hat{f}_{U}(\epsilon|x) d\epsilon < \infty \text{ for all } y, x, \psi,
\]
and
\[
\sup_{x, \psi} \left\| \frac{\partial^2 g(x, \psi)}{\partial \psi \partial \psi'} \right\|, \sup_{x, \psi} \left\| \frac{\partial f_{L, \epsilon}(\epsilon|x, \psi)}{\partial \psi} \right\|, \sup_{x, \psi} \left\| \frac{\partial f_{U, \epsilon}(\epsilon|x, \psi)}{\partial \psi} \right\|, \sup_{x, \psi} \left\| \frac{\partial f_{L, \epsilon}(\epsilon|x, \psi)}{\partial \epsilon} \right\|, \sup_{x, \psi} \left\| \frac{\partial f_{U, \epsilon}(\epsilon|x, \psi)}{\partial \epsilon} \right\|,
\]
\[
\sup_{y < g(x, \beta), x, \psi} \left\| \int_{-\infty}^{y-g(x, \psi)} \frac{\partial^2 f_{L, \epsilon}(\epsilon|x, \psi)}{\partial \psi \partial \psi'} d\epsilon \right\|, \sup_{x, \psi} \left\| \int_{0}^{y-g(x, \psi)} \frac{\partial^2 f_{U, \epsilon}(\epsilon|x, \psi)}{\partial \psi \partial \psi'} d\epsilon \right\|
\]
are bounded above by finite constants. Then, \( \tilde{Q}_T(; u, \psi) \) is norm-differentiable at \( \psi = \psi_0 \) with
\[
D(s; u, \psi) = \mathbb{E} \left[ \frac{\partial F(s^{-1}(x-u^\top X_t)|X_t, \psi)}{\partial \psi} \right].
\]

8 Generative Models

In this section, we will investigate the asymptotic property of the SMSE estimator \( \hat{\psi}_{T, m} \) described in Example 3.1. For simplicity, we consider the case where \( K = 1 \) so we have \( \hat{Q}_T(; u, \psi) = \hat{Q}_m(; u, \psi) \), where \( \hat{Q}_m \) is computed from a simulated sample \( \{Z_t^m\}_{t=1}^m \) with size \( m \) from the generative model with parameter \( \psi \). Here, \( m \) is a function of \( T \). As long as \( K \) is fixed, the conclusions carry over.

8.1 Unconditional Generative Model

Following GAN literature (c.f Arjovsky et al. [2017] or Kaji et al. [2020]), we consider the case where \( Z_t \) is generated from some latent variable \( H_t \) whose distribution is known.

Condition 8.1 (Unconditional Generative Model). \( Z_t = L(H_t, \psi_0) \) for some known function \( L \) and some non-degenerate random variable \( H_t \) with a known distribution \( F_{H_t}() \).

In the unconditional generative model, we generate \( \{H_t\}_{t=1}^m \) from \( F_{H_t}() \) once, and construct \( \{Z_t^\psi\}_{t=1}^m \), where
\[
Z_t^\psi = L(H_t, \psi) \text{ for each } \psi \in \Psi.
\]

For each \( u \in \mathbb{R}^{d-1} \), we denote \( G_m(s; u, \psi) \) to be the empirical distribution of \( \{u^\top Z_t^\psi\}_{t=1}^m \):
\[
G_m(s; u, \psi) = \frac{1}{m} \sum_{t=1}^{m} I(u^\top Z_t^\psi \leq s) = \frac{1}{m} \sum_{t=1}^{m} I(u^\top L(H_t, \psi) \leq s). 
\]
The asymptotic theory of the SMSD estimator \( \hat{\psi}_{T,m} \) is based on the empirical process
\[
\mathcal{G} := \{ \sqrt{m}(G_m(s; u, \psi) - G(s; u, \psi)) : s \in \mathbb{R}, u \in \mathbb{S}^{d-1}, \psi \in \Psi \}.
\]

To derive the theoretical results, we will put restrictions on the following class of functions:
\[
\mathcal{F} = \{ u^\top L(\cdot, \psi) - s : u \in \mathbb{S}^{d-1}, s \in \mathbb{R}, \psi \in \Psi \}.
\]

Following van der Vaart and Wellner [1996], we define the Hölder class. For any vector \( k = (k_1, \ldots, k_d) \), let
\[
D^k = \frac{\partial^k}{\partial x_1^{k_1} \cdots \partial x_d^{k_d}},
\]
where \( k = \sum_{j=1}^d k_j \). For a function \( f : \mathcal{X} \subset \mathbb{R}^d \rightarrow \mathbb{R} \), let
\[
\|f\|_{\alpha} = \max_{k \leq 2, x \in \mathcal{X}} |D^k f(x)| + \max_{k \leq 2} \sup_{x \neq y, x, y \in \mathcal{X}} \frac{|D^k f(x) - D^k f(y)|}{\|x - y\|^{\alpha - \alpha}},
\]
where \( \alpha \) is the greatest integer smaller than \( \alpha \).

**Definition 8.1** (Hölder Class). Let \( C_M^\alpha(\mathcal{X}) \) be the set of all continuous functions \( f : \mathcal{X} \rightarrow \mathbb{R} \) with \( \|f\|_{\alpha} \leq M < \infty \).

Similar to Brown and Wegkamp [2002] and Torgovitsky [2017], we impose some sufficient assumptions on \( \mathcal{F} \) to ensure weak convergence of \( \mathcal{G} \).

**Condition 8.2.** Suppose the class of functions \( \mathcal{F} \) satisfies either (a) or (b) below.

(a) It is a subset of a finite dimensional vector space.

(b) The support of \( H_t, \mathcal{H}_t \), is bounded, and the density of \( H_t \) is uniformly bounded. Moreover, \( \mathcal{F} \) is a subset of \( C_M^\alpha(\mathcal{H}) \) with \( \alpha > \dim(H_t) \).

**Remark 8.1.** When \( H_t \) has unbounded support, one can relax Condition 8.2 (b) by following the proof of Corollary 2.7.4 in van der Vaart and Wellner [1996].

Let
\[
\mathcal{F}_I := \{ I(u^\top L(\cdot, \psi) \leq s) : u \in \mathbb{S}^{d-1}, s \in \mathbb{R}, \psi \in \Psi \}
\]
and \( N_\varepsilon(\mathcal{F}_I, \| \cdot \|_H) \) be the \( \varepsilon \)-bracketing number of \( \mathcal{G} \), where \( \|f\|_H = (\int \int (f(h; u, s, \psi))^2 dF_H(h))^{1/2} \) for \( f \in \mathcal{F}_I \).

(We refer to Definition 2.1.6 in van der Vaart and Wellner [1996] for the definition of \( \varepsilon \)-bracketing number.)

**Lemma 8.1.** Suppose that Conditions 8.1 and 8.2 hold. In addition, assume that \( \{ \tilde{H}_t \} \) is a stationary and ergodic process with the \( \beta \)-mixing coefficient \( \beta_k \), and one of the following conditions holds.

(i) Condition 8.2.(a) holds, and \( \lim_{k \rightarrow \infty} k^r \beta_k = 0 \) for some \( r > 1 \).

(ii) Condition 8.2.(b) holds, and one of the following holds.

\[- \beta_k = O(k^{-b}) \text{ with } b > r/(r - 1), \text{ and } \int_0^1 \varepsilon^{-r/(b(r-1))} \left( \log(N_\varepsilon(\mathcal{F}_I, \| \cdot \|_H)) \right)^{1/2} d\varepsilon < \infty.\]

\[- \log(N_\varepsilon(\mathcal{F}_I, \| \cdot \|_H)) = O(\varepsilon^{-2\zeta}) \text{ with } \zeta \in (0, 1), \text{ and } \sum_{k \geq 0} k^{-1/2} \beta_k^{(1-\zeta)/2} < \infty.\]

\[- \log(N_\varepsilon(\mathcal{F}_I, \| \cdot \|_H)) = O(\log |\varepsilon|), \text{ and } \sum_{k \geq 0} k^{-1} \sqrt{(\log k)^{-1} \sum_{l \geq k} \beta_l^{l-1/2}} < \infty.\]

Then, \( \mathcal{G} \) is P-Donsker so that \( m^{1/2} \sup_{u,s,\psi} |G_m(s; u, \psi) - G(s; u, \psi)| = O_p(1) \).

**Proof.** For Case (i) in the lemma, we have weak convergence by Lemma C.1. For Case (ii), we have weak convergence by Theorem 1 and Example 4 (p. 405) in Doukhan et al. [1995]. \( \Box \)
8.1.1 The SMSWD Estimator

For the SMSWD estimator, \( \hat{Q}_T(; u, \psi) = G_m^{-1}(; u, \psi) \).

**Condition 8.3.** \( Q(; u, \psi) = G^{-1}(; u, \psi) \) is norm-differentiable at \( \psi = \psi_0 \).

Using the same argument as in the proof of Lemma 6.2, we have the following result.

**Lemma 8.2.** Suppose \( G(t; u, \psi) \) is absolute continuous and differentiable with respect to \( t \) for every \( u, \psi \) except for \( (u, \psi) \in \mathcal{N}(\theta) := \{ u \in \mathbb{R}^d; G(t; u, \psi) \) is degenerate \}. Let us assume that there is an absolute positive constant \( C \) such that

\[
\sup_{\psi \in \mathcal{P}} \int_{u \in \mathbb{R}^{d-1}/\mathcal{N}(\theta)} \int_0^1 \frac{w(s)}{g^2(G^{-1}(s; u, \psi); u, \psi)} \mathrm{d}s \mathrm{d}\kappa(u) < C,
\]

and

\[
\sup_{\theta \in \mathcal{P}} \sup_{u \in \mathbb{R}^{d-1}/\mathcal{N}(\theta)} \sup_{s \in \text{supp}(w)} \frac{g(G^{-1}(s; u, \psi); u, \psi)}{g^2(G^{-1}(\hat{s}(s; u, \psi); u, \psi); u, \psi)} = O_p(1) \tag{8.1}
\]

Then, Conditions in Lemma 8.1 imply

\[
\sup_{\psi, s, u} m \int_0^1 (G^{-1}(s; u, \psi) - G^{-1}(s; u, \psi))^2 w(s) \mathrm{d}s \mathrm{d}\kappa(u) = O_p(1). \tag{8.2}
\]

**Remark 8.2.** When \( w(s) = [\delta, 1 - \delta] \) with \( \delta > 0 \), we can show equation (8.1) under the following assumptions.

\[
\sup_{\psi \in \mathcal{P}} \sup_{u \in \mathbb{R}^{d-1}/\mathcal{N}(\theta)} (G(s; u, \psi_0)(1 - G(s; u, \psi_0))) \left| \frac{g'(s; u, \psi_0)}{g^2(s; u, \psi_0)} \right| = \sup_{\psi \in \mathcal{P}} \sup_{u \in \mathbb{R}^{d-1}/\mathcal{N}(\theta)} (s(1 - s)) \left| \frac{g'(G^{-1}(s; u, \psi_0); u, \psi_0)}{g^2(G^{-1}(s; u, \psi_0); u, \psi_0)} \right| < \infty \tag{8.3}
\]

by following the proof of Lemma 1 in Csorgo and Revesz [1978]. Proof is the same as the proof in Remark 6.1.

**Corollary 8.1.** Suppose Assumptions 5.1 (i), 5.2, 5.3, 5.4 (i), 5.6, Condition 8.3, and conditions in Lemma 8.2 hold. When \( T/m = o(1) \), we have

\[
\sqrt{T}(\hat{\psi}_{T,m} - \psi_0) \overset{d}{\rightarrow} N(0, B_0^{-1} \Omega_0 B_0^{-1}),
\]

where \( \Omega_0 \) is the asymptotic variance in Lemma 6.5.

**Proof.** From Lemma 8.2, Equation (8.2) holds. This implies Assumption 5.1 (ii) and Assumption 5.4 (ii) are satisfied.

When \( T/m = o(1) \) and Conditions 8.2 and 8.3 hold, \( Q_m(; u, \psi) \) is norm-differentiable at \( \psi = \psi_0 \) with \( \hat{D}_u(s; u, \psi_0) = D(s; u, \psi_0) \) because

\[
T \int_{u \in \mathbb{R}^{d-1}} \int_0^1 (\hat{Q}_m(s; u, \psi) - Q(s; u, \psi) - \hat{Q}_m(s; u, \psi_0) - Q(s; u, \psi) + Q(s; u, \psi_0))^2 w(s) \mathrm{d}s \mathrm{d}\kappa(u) = o(1).
\]

When \( T/m = o(1) \), \( \int_{u \in \mathbb{R}^{d-1}} \int_0^1 \|D(s; u, \psi_0)\|^2 w(s) \mathrm{d}s \mathrm{d}\kappa(u) < \infty \), and Equation (8.2) holds, we have

\[
\sqrt{T} \int_{u \in \mathbb{R}^{d-1}} \int_0^1 (\hat{Q}_T(s; u, \psi_0) - Q(s; u, \psi_0)) D(s; u, \psi_0) w(s) \mathrm{d}s \mathrm{d}\kappa(u) = o_p(1).
\]

Therefore, we have the desired result when \( T/m = o(1) \).
8.1.2 The SMSCD Estimator

We set \( Q_T(s; u, \psi) = G_m(s; u, \psi) \) for the SMSCD estimator.

From Lemma 8.1, \( \mathcal{G} \) is P-Donsker. For stochastic equicontinuity of \( \mathcal{G} \), we impose Lipschitz condition on functions in \( \mathcal{F} \) by following Brown and Wegkamp [2002].

**Condition 8.4.** All functions in \( \mathcal{F} \) are Lipschitz continuous with respect to \( \psi \) and \( u \).

**Lemma 8.3.** Let us assume that Assumptions 5.1, 5.2, 5.4, 5.6, and Conditions 6.2, 7.1, 8.4, and all Lemma 8.3 hold. Then, we have the following results.

(a) When \( T/m = o(1) \), we have \( \sqrt{m}(\hat{\psi}_{T,m} - \psi_0) \Rightarrow N(0, B_0^{-1} \Omega_0 B_0^{-1}) \);

(b) When \( T = m \), we have \( \sqrt{m}(\hat{\psi}_{T,m} - \psi_0) \Rightarrow N(0, 2B_0^{-1} \Omega_0 B_0^{-1}) \),

where \( \Omega_0 \) is the asymptotic variance in Corollary 6.7.

**Proof.** We will prove the result by showing that the assumptions in Section 5 hold.

When all conditions in Lemma 8.1 hold, we have \( \{\sqrt{m}(G_m(s; u, \psi) - G(s; u, \psi)); s \in \mathbb{R}, u \in S^{d-1}, \psi \in \Psi \} \) is P-Donsker with uniform norm. Then, when the weight function is integrable, we have

\[
\sup_{\psi \in \Psi} m \int_{u \in S^{d-1}} \int_{-\infty}^{\infty} (G_m(s; u, \psi) - G(s; u, \psi))^2 w(s) ds d\zeta(u) 
\leq \sup_{\psi \in \Psi, u \in S^{d-1}, s \in \mathbb{R}} (\sqrt{m}(G_m(s; u, \psi) - G(s; u, \psi)))^2 = O_p(1).
\]

Therefore, Assumption 5.1 (i) and (ii) hold when \( T/m = O(1) \), and 5.4 (i) and (ii) hold.

Also, \( \mathcal{G} \) satisfies stochastic equicontinuity by following the proof of Lemma 3 in Brown and Wegkamp [2002]. Then, we have

\[
m \int_{u \in S^{d-1}} \int_{-\infty}^{\infty} (G_m(s; u, \psi) - G(s; u, \psi_0) - G(s; u, \psi_0) + G(s; u, \psi_0))^2 w(s) ds d\zeta(u) 
\leq \sup_{u \in S^{d-1}, t \in \mathbb{R}} \sqrt{m}(G_m(s; u, \psi) - G(s; u, \psi)) - \sqrt{m}(G_m(s; u, \psi_0) - G(s; u, \psi_0))^2 = o(||(\psi - \psi_0)||).
\]

Therefore, when \( T/m = O(1) \), \( Q_T(\cdot; u, \psi) \) is norm-differentiable at \( \psi = \psi_0 \) with \( D_T(s; u, \psi_0) = D(s; u, \psi_0) \) by following the proof of Lemma 7.3. Because \( D_T(s; u, \psi_0) = D(s; u, \psi_0) \), Assumption 5.4 (iii) hold.

Because \( \{Z_t\} \) and \( \{Z_t^{\psi_0}\} \) are independent, and have the same distribution, we have

\[
\left( \frac{\sqrt{T}}{m} \int_{u \in S^{d-1}} \int_{0}^{1} (G_T(s; u) - G(s; u)) D(s; u, \psi_0) w(s) ds d\zeta(u) \right) \overset{d}{\to} N \left( 0, \begin{pmatrix} \Omega_0 & 0 \\ 0 & \Omega_0 \end{pmatrix} \right)
\]

where \( \Omega_0 \) is the variance in Lemma 6.7. Therefore, we have the desired result. \( \square \)

8.2 Conditional Generative Model

Similar to the previous section, we consider the case where \( Y_t \) is generated from \( X_t \) and some latent variable \( H_t \) with a known distribution as described in Condition 8.5.

**Condition 8.5** (Conditional Generative Model). \( Y_t = L(H_t; X_t, \psi_0) \) for some known function \( L \) and some random variable \( H_t \) with a known distribution \( F_H(\cdot) \).
In this section, we will consider a SMSCD estimator when
\[
\hat{t} \text{ in line with Section 7. Then, for some function } G,
\]
\[\text{In the conditional generative model, we generate } U = (u, \psi, s); \text{ and }
\]
\[\text{Suppose Conditions 7.1, 8.5, 8.6, and 8.7 hold. Then, Assumptions 5.1 (ii) and 5.4 (ii) are }
\]
\[\text{Lemma 8.5. We can show the following lemma using the same arguments in Lemma 8.3.}
\]
\[\text{Functions in Condition 8.7.}
\]
\[\text{G is P-Donsker. Under Conditions 8.5 and 8.6,}
\]
\[\mathcal{G}_X := \{s \in \mathbb{R} \mid \mathcal{G}_X \}
\]
\[\text{is P-Donsker.}
\]
\[\text{Proof. When Condition 8.6 (a) holds, } \mathcal{F}_X \text{ is VC subgraph class, which implies } \mathcal{G}_X \text{ is P-Donsker. Under }
\]
\[\text{Condition 8.6 (b), we have same conclusion by Lemma 2 in Brown and Wegkamp [2002]. (We also refer Corollary 2.7.3 of van der Vaart and Wellner [1996] for } \epsilon \text{-Bracketing number for Holder class.)}
\]
\[\text{For stochastic equicontinuity of } \mathcal{G}_X, \text{ we assume Lipschitz condition similar to Brown and Wegkamp [2002].}
\]
\[\text{Condition 8.7. Functions in } \mathcal{F}_X \text{ are Lipschitz with respect to } (\psi, u, s).
\]
\[\text{We can show the following lemma using the same arguments in Lemma 8.3.}
\]
\[\text{Lemma 8.5. Suppose Conditions 7.1, 8.5, 8.6, and 8.7 hold. Then, Assumptions 5.1 (ii) and 5.4 (ii) are }
\]
\[\text{satisfied, and } Q_T(\cdot; u, \psi) \text{ is norm-differentiable at } \psi = \psi_0 \text{ with } D_T(s; u, \psi_0) = D(s; u, \psi_0).
\]
\[\text{By applying CLT, we obtain the following result.}
\]
\[38
\]
Lemma 8.6. Suppose Assumption 7.1 and Condition 6.2 hold. Then, we have
\[
\frac{1}{\sqrt{T}} \sum_{t=1}^{T} \int_{u \in \mathbb{R}^{d-1}} \int_{-\infty}^{s} \left( I(u^\top Z_t \leq s) - G(s; u) \right) D(s; u, \psi_0) w(s) ds d\zeta(u) \to N(0, V_0)
\]
where
\[
V_0 = \int_{u \in \mathbb{R}^{d-1}} \int_{v \in \mathbb{R}^{d-1}} \int_{t \in \mathbb{R}} \left( A_{11}(t, s; u, v) A_{12}(t, s; u, v) A_{21}(t, s; u, v) A_{22}(t, s; u, v) \right) \otimes D(s; u, \psi_0) D(t; u, \psi_0)^\top w(t) w(s) ds dt d\zeta(u) d\zeta(v)
\]
in which \( \otimes \) is the Kronecker product, and
\[
A_{11}(t, s; u, v) = \mathbb{E}[I(u^\top Z \leq t)I(v^\top Z \leq s)] - G(t; u) G(s, v),
A_{22}(t, s; u, v) = \mathbb{E}\left\{ I(u^\top \tilde{Z}^\psi_0 \leq t)I(v^\top \tilde{Z} \leq s) \right\} - G(t; u) G(s, v),
A_{12}(t, s; u, v) = \mathbb{E}\left\{ I(u^\top Z \leq t)I(v^\top \tilde{Z}^\psi_0 \leq s) \right\} - G(t; u) G(s, v),
A_{21}(t, s; u, v) = \mathbb{E}\left\{ I(u^\top \tilde{Z}^\psi_0 \leq t)I(v^\top Z \leq s) \right\} - G(t; u) G(s, v)
\]
Proof. The proof is skipped because it is trivial.

Using Lemmas 8.5 and 8.6, we have the asymptotic distribution for \( \hat{\psi}_{T,m} \) whose proof is the same as that of Lemma 8.3.

Corollary 8.2. Suppose Assumptions 5.1 (i), 5.2, 5.4 (i), 5.6, and Conditions 6.2, 7.1, 8.5, 8.6, and 8.7 hold. When \( m = T \), we have
\[
\sqrt{T}(\hat{\psi}_{T,m} - \psi_0) = N(0, B_0^{-1} \Omega_0 B_0^{-1}).
\]
where \( \Omega_0 = (e_1^\top, -e_1^\top) V_0 \begin{pmatrix} e_1 \\ -e_1 \end{pmatrix} \) in which \( V_0 \) is the asymptotic variance in Lemma 8.6.

9 Numerical Results

In this section\(^4\), we report some results on the accuracy of the asymptotic normal distribution of MSWD and MSCD estimators for the three models: two singular stochastic models and a parameter-dependent support model. The first singular model is a simple state-space model, and the second is a term structure model. The parameter-dependent support model is an auction model.

9.1 A Singular State-Space Model

We consider a simple state-space model:
\[
Y_t = a + b Y_{t-1}^*, \quad Y_t = \rho Y_{t-1}^* + \epsilon_t, \quad \epsilon_t \sim N(0, 1),
\]
where \(|\rho| < 1\), and \( a = (a_1, a_2)^\top \) and \( b = (b_1, b_2)^\top \) are 2 by 1 vectors. For identification, we assume that \( b_1 > 0 \). We set \( Z_t = (Y_t^\top, Y_{t-1}^\top)^\top \) and estimate \( \psi = (\rho, a_1, a_2, b_1, b_2) \) using the MSWD estimator. For each \( u \in \mathbb{S}^3 \), the projected variable \( u^\top Z_t \) follows a normal distribution:
\[
u^\top Z_t \sim N\left(u^\top \begin{pmatrix} a \\ a \end{pmatrix}, \frac{1}{1 - \rho^2} u^\top \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix} \otimes bb^\top u \right),
\]

\(^4\)This section is preliminary and is under revision.
Table 2: P-values when $\rho = 0.8$

(a) $\Pr(|t| > 1.96)$

<table>
<thead>
<tr>
<th>T = 500</th>
<th>$\rho$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$b_1$</th>
<th>$b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.0550</td>
<td>0.0520</td>
<td>0.0515</td>
<td>0.0465</td>
<td>0.0490</td>
</tr>
<tr>
<td>$b$</td>
<td>0.0555</td>
<td>0.0435</td>
<td>0.0435</td>
<td>0.0585</td>
<td>0.0575</td>
</tr>
<tr>
<td>$c$</td>
<td>0.0500</td>
<td>0.0515</td>
<td>0.0510</td>
<td>0.0510</td>
<td>0.0505</td>
</tr>
<tr>
<td>$d$</td>
<td>0.0505</td>
<td>0.0525</td>
<td>0.0525</td>
<td>0.0480</td>
<td>0.0490</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0570</td>
<td>0.0470</td>
<td>0.0470</td>
<td>0.0500</td>
<td>0.0495</td>
</tr>
</tbody>
</table>

(b) $\Pr(|t| > 1.645)$

<table>
<thead>
<tr>
<th>T = 500</th>
<th>$\rho$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$b_1$</th>
<th>$b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.1065</td>
<td>0.1075</td>
<td>0.1080</td>
<td>0.1035</td>
<td>0.1045</td>
</tr>
<tr>
<td>$b$</td>
<td>0.0985</td>
<td>0.1015</td>
<td>0.1015</td>
<td>0.0970</td>
<td>0.0970</td>
</tr>
<tr>
<td>$c$</td>
<td>0.1020</td>
<td>0.0955</td>
<td>0.0955</td>
<td>0.1040</td>
<td>0.1050</td>
</tr>
<tr>
<td>$d$</td>
<td>0.1050</td>
<td>0.1050</td>
<td>0.1050</td>
<td>0.1025</td>
<td>0.1020</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0950</td>
<td>0.1000</td>
<td>0.1000</td>
<td>0.1015</td>
<td>0.1015</td>
</tr>
</tbody>
</table>

Table 3: P-values when $\rho = 0.3$

(a) $\Pr(|t| > 1.96)$

<table>
<thead>
<tr>
<th>T = 500</th>
<th>$\rho$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$b_1$</th>
<th>$b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.0500</td>
<td>0.0495</td>
<td>0.0500</td>
<td>0.0500</td>
<td>0.0505</td>
</tr>
<tr>
<td>$b$</td>
<td>0.0525</td>
<td>0.0495</td>
<td>0.0500</td>
<td>0.0495</td>
<td>0.0485</td>
</tr>
<tr>
<td>$c$</td>
<td>0.0535</td>
<td>0.0535</td>
<td>0.0540</td>
<td>0.0505</td>
<td>0.0510</td>
</tr>
<tr>
<td>$d$</td>
<td>0.0505</td>
<td>0.0495</td>
<td>0.0495</td>
<td>0.0520</td>
<td>0.0505</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0535</td>
<td>0.0465</td>
<td>0.0465</td>
<td>0.0530</td>
<td>0.0530</td>
</tr>
</tbody>
</table>

(b) $\Pr(|t| > 1.645)$

<table>
<thead>
<tr>
<th>T = 500</th>
<th>$\rho$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$b_1$</th>
<th>$b_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.0980</td>
<td>0.0980</td>
<td>0.0975</td>
<td>0.0960</td>
<td>0.0945</td>
</tr>
<tr>
<td>$b$</td>
<td>0.0955</td>
<td>0.1015</td>
<td>0.1010</td>
<td>0.0995</td>
<td>0.0995</td>
</tr>
<tr>
<td>$c$</td>
<td>0.1020</td>
<td>0.1020</td>
<td>0.1015</td>
<td>0.0975</td>
<td>0.0975</td>
</tr>
<tr>
<td>$d$</td>
<td>0.1045</td>
<td>0.1045</td>
<td>0.1040</td>
<td>0.1040</td>
<td>0.1040</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0985</td>
<td>0.1020</td>
<td>0.1015</td>
<td>0.0940</td>
<td>0.0925</td>
</tr>
</tbody>
</table>

where $\otimes$ is the Kronecker product.

We set $a = (0.1,0.3)^T$ and $b = (1,0.5)^T$, and consider two values of $\rho$: $\rho = 0.8$ and $0.3$. We compute 2000 estimates of t-values for samples of size $T = 500, 1500, 2000, 2500$, and $3000$. Tables 2 and 3 show that p-values are not far from the nominal sizes for all sample sizes.

9.2 Discrete-Time Vasicek Model

We consider discrete-time Vasicek model in Example 2.1 (Cont’d). We set $Z = (Y^T, Y_{t-1}^T)^T$ and estimate $\psi = (c, \rho, \sigma, \lambda)$ using the MSWD estimator. We set $c = 0.07$, $\rho = 0.95$, $\sigma = 0.02$, and $\lambda = -0.005$. These values are close to empirical results in Pastorello et al. [2003]. We compute 2000 estimates of t-values from the samples of size $T = 500, 1500, 2000, 2500$, and $3000$. Table 4 shows that p-values are not far from the nominal sizes for all sample sizes.

Table 4: P-values when $(c, \rho, \sigma, \lambda) = (0.07,0.95,0.02,-0.005)$ in the discrete-time Vasicek Model

(a) $\Pr(|t| > 1.96)$

<table>
<thead>
<tr>
<th>T = 500</th>
<th>$c$</th>
<th>$\rho$</th>
<th>$\sigma$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.0520</td>
<td>0.0580</td>
<td>0.0515</td>
<td>0.0605</td>
</tr>
<tr>
<td>$b$</td>
<td>0.0450</td>
<td>0.0575</td>
<td>0.0480</td>
<td>0.0555</td>
</tr>
<tr>
<td>$c$</td>
<td>0.0470</td>
<td>0.0590</td>
<td>0.0565</td>
<td>0.0495</td>
</tr>
<tr>
<td>$d$</td>
<td>0.0505</td>
<td>0.0590</td>
<td>0.0555</td>
<td>0.0510</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0515</td>
<td>0.0520</td>
<td>0.0495</td>
<td>0.0510</td>
</tr>
</tbody>
</table>

(b) $\Pr(|t| > 1.645)$

<table>
<thead>
<tr>
<th>T = 500</th>
<th>$c$</th>
<th>$\rho$</th>
<th>$\sigma$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.0980</td>
<td>0.1120</td>
<td>0.0970</td>
<td>0.1095</td>
</tr>
<tr>
<td>$b$</td>
<td>0.0960</td>
<td>0.1055</td>
<td>0.0975</td>
<td>0.1015</td>
</tr>
<tr>
<td>$c$</td>
<td>0.0960</td>
<td>0.1155</td>
<td>0.1090</td>
<td>0.1050</td>
</tr>
<tr>
<td>$d$</td>
<td>0.0995</td>
<td>0.1080</td>
<td>0.1030</td>
<td>0.0990</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0995</td>
<td>0.1005</td>
<td>0.1020</td>
<td>0.1065</td>
</tr>
</tbody>
</table>
9.3 Auction Model

We consider an econometric model of an independent private value procurement auction formulated in Paarsch [1992] and Donald and Paarsch [2002]. In first-price procurement auction model, there is only one buyer. Sellers will provide their bids, and the lowest one will be the winning bid.

Let \( Y \) be the winning bid for the auction considered and \( X \) denote observable auction characteristics. Suppose the bidder’s private value \( V \) follows a conditional distribution given \( X \) of the form

\[
f_V(v|X, \theta, \gamma)I(v \geq g_V(X, \theta)).
\]

Assuming a Bayes-Nash Equilibrium solution concept, the equilibrium bidding function satisfies

\[
\sigma(v) = v + \int_0^\infty \frac{(1 - F_V(\xi|X, \theta, \gamma))^{m-1}}{(1 - F_V(v|X, \theta, \gamma))^{m-1}} d\xi,
\]

where \( m \) is the number of bidders in the auction and \( F_V(v|X, \theta, \gamma) \) denote the conditional cdf of \( V \) given \( X \), \( \theta \), and \( \gamma \).

Suppose \( V \) given \( X \) follows an exponential distribution with

\[
f_V(v|X, \theta, \gamma) = \frac{1}{h(x, \theta)} \exp\left(-\frac{v}{h(x, \theta)}\right) \text{ and } g_V(X, \theta) = 0,
\]

where \( E(V|X, \theta) = h(X, \theta) \), the winning bid distribution given \( X \) is given by

\[
f(y|X, \theta, \gamma)I(y \geq g(X, \theta))
\]

with

\[
f(y|X, \theta, \gamma) = \frac{m}{h(x, \theta)} \exp\left(-\frac{m}{h(x, \theta)} (y - \frac{h(x, \theta)}{m - 1})\right) \text{ and } g(X, \theta) = \frac{h(x, \theta)}{m - 1}.
\]

Hirano and Porter [2003] study MLE and BE for this model. Li [2010] proposes an indirect inference approach for the first-price sealed-bid auction where there are many buyers and one seller with \( h(x, \theta) = \exp((1, x')\theta) \).

The linear regression model with unit exponential error in Chernozhukov and Hong [2004] is the same as this model with \( m = 1 \) and \( h(x, \theta) = x' \theta \). The conditional cumulative distribution function \( F(y|X, \theta) \) is given by

\[
F(y|X, \theta) = \int_0^y f(u|X, \theta) du.
\]

In this simulation, we set \( h(x, \theta) = \exp(\theta_1 + \theta_2 x) \) following Li [2010], and estimate \( \theta \) using the MSCD estimator.

We set \( T = 100 \), \( \theta = (2.5, 0.5) \), and \( m = 6 \), and we conduct Monte-Carlo simulation 1000 times.

Figure 5 shows QQ plots of t-values of the MSCD estimator and Li [2010]’s estimator. QQ plots show that both estimators are comparable.
10 Concluding Remarks

Motivated by important features of structural models in economics and finance such as stochastic singularity, intractable likelihood functions, and parameter-dependent supports, this paper has proposed a simple and robust method for estimation based on minimizing sliced distances between empirical and model-induced measures of the distribution. We have developed a unified asymptotic theory under high-level assumptions and verified them for the motivating examples in this paper. Important issues remain to be addressed. They include applications to specific models such as DSGE models and aggregate demand models. The complexity of such models may require more sophisticated computational algorithms than used in the numerical section of the current paper. Theoretically, this paper has focused on correctly specified models, and future work should extend the results in this paper to possibly misspecified models and investigate rigorously robustness properties of the minimum sliced distance estimators.
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A Brief Review of Hadamard Differentiability and Mixing Conditions

First, we will review the definition of Hadamard differentiability and related results (c.f, Appendix A of Chen and Fang [2019], and Shapiro [2000].)

Let $\mathbb{D}$ and $\mathbb{K}$ be normed spaces equipped with norms $\|\cdot\|_{\mathbb{D}}$ and $\|\cdot\|_{\mathbb{K}}$ respectively. For a functional $\phi : \mathbb{D}_\phi \subset \mathbb{D} \to \mathbb{K}$, we define Hadamard directional differentiability as follows.

**Definition A.1** (First-order Hadamard directional differentiability). We say that the functional $\phi$ is Hadamard differentiable at $G \in \mathbb{D}_\phi$ tangentially to a set $\mathbb{D}_0 \subset \mathbb{D}$, if there is a continuous map $\phi'_G : \mathbb{D} \to \mathbb{K}$ such that:

$$\lim_{n \to \infty} \frac{\| \phi(G + t_n h_n) - \phi(G) - \phi'_G(h) \|_{\mathbb{K}}}{t_n} = 0$$

for any sequences $\{h_n\} \subset \mathbb{D}$ and $\{t_n\} \subset \mathbb{R}_+$ such that $t_n \to 0$, $h_n \to h \in \mathbb{D}_0$ as $n \to \infty$; and $G + t_n h_n \in \mathbb{D}_\phi$.

**Definition A.2** (Second-order Hadamard directional differentiability). Suppose $\phi$ is Hadamard directionally differentiable tangentially to a set $\mathbb{D}_0 \subset \mathbb{D}$ such that the derivative $\phi'_G : \mathbb{D}_0 \to \mathbb{K}$ is well defined on $\mathbb{D}$. We say that $\phi$ is second-order Hadamard directionally differentiable at $G \in \mathbb{D}_\phi$ tangently to $\mathbb{D}_0$ if there is a map $\phi''_G : \mathbb{D}_0 \to \mathbb{K}$ such that:

$$\lim_{n \to \infty} \frac{\| \phi(G + t_n h_n) - \phi(G) - t_n \phi'_G(h) - \phi''_G(h) t_n h_n \|_{\mathbb{K}}}{t_n^2} = 0$$

for any sequences $\{h_n\} \subset \mathbb{D}$ and $\{t_n\} \subset \mathbb{R}_+$ such that $t_n \to 0$, $h_n \to h \in \mathbb{D}_0$ as $n \to \infty$; and $G + t_n h_n \in \mathbb{D}_\phi$.

**Condition A.1** (Assumptions 2.1 and 2.2 in Chen and Fang [2019]).

1. (i) $\mathbb{D}$ and $\mathbb{K}$ are normed space with norms $\|\cdot\|_{\mathbb{D}}$ and $\|\cdot\|_{\mathbb{K}}$, respectively. (ii) $\phi : \mathbb{D}_\phi \subset \mathbb{D} \to \mathbb{E}$ is second-order Hadamard directionally differentiable at $\theta_0 \in \mathbb{D}_\phi$ tangently to $\mathbb{D}_0 \subset \mathbb{D}$; (iii) $\phi''_\theta_0(h) = 0$ for all $h \in \mathbb{D}_0$.

2. (i) There is $\hat{\theta}_n$ such that $r_n(\hat{\theta}_n - \theta) \overset{L}{\to} G$ in $\mathbb{D}$ for some $r_n \uparrow \infty$; (ii) $G$ is tight and its support is in $\mathbb{D}_0$. (iii) $\mathbb{D}_0$ is closed under vector addition, (i.e., $h_1 + h_2 \in \mathbb{D}_0$ whenever $h_1, h_2 \in \mathbb{D}_0$).

**Lemma A.1** (Theorem 2.1 of Chen and Fang [2019]). If Conditions A.1 (1.i), (1.ii), (2.i), and (2.ii) hold, then

$$r_n^2(\phi(\hat{\theta}_n) - \phi(\theta) - \phi''_\theta(h_n)) = \phi''_\theta(r_n(\hat{\theta}_n - \theta)) + o_p(1)$$
Therefore, we have
\[ r_n^2(\phi(\hat{\theta}_n) - \hat{\theta} - \phi(\theta_n - \theta_0)) \overset{L}{\rightarrow} \phi''(\theta_0). \]

In addition, if Condition A.1 (1.iii) holds, then we have
\[ r_n^2(\phi(\hat{\theta}_n) - \hat{\theta}) \overset{L}{\rightarrow} \phi''(\theta_0). \]

Here, we will review some useful inequalities related to mixing coefficients.

**Definition A.3** (c.f., Bradley [2005]). Let us consider the probability space $(\Omega, \mathcal{F}, \mathbb{P})$. For any sigma-field $\mathcal{A} \subset \mathcal{F}$, we denote $L^2(\mathcal{A})$ to be the space of square-integrable, $\mathcal{A}$-measurable random variables.

Let $\mathcal{A}$ and $\mathcal{B} \subset \mathcal{F}$ be two sigma fields. We define
\[
\alpha(\mathcal{A}, \mathcal{B}) = \sup_{A \in \mathcal{A}, B \in \mathcal{B}} \| \mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B) \|,
\]
\[
g(\mathcal{A}, \mathcal{B}) = \sup_{f \in \mathcal{L}^2(\mathcal{A}), g \in \mathcal{L}^2(\mathcal{B})} | \text{corr}(f, g) |,
\]
\[
\varphi(\mathcal{A}, \mathcal{B}) = \sup_{A \in \mathcal{A}, B \in \mathcal{B}, \mathbb{P}(A) > 0} \| \mathbb{P}(B|A) - \mathbb{P}(B) \|,
\]
\[
\beta(\mathcal{A}, \mathcal{B}) = \sup \frac{1}{2} \sum_{i=1}^I \sum_{j=1}^J \| \mathbb{P}(A_i \cap B_j) - \mathbb{P}(A_i)\mathbb{P}(B_j) \|
\]
where supremum is taken over all pairs of (finite) partitions $\{A_1, \ldots, A_I\}$ and $\{B_1, \ldots, B_J\}$ of $\Omega$ such that $A_i \in \mathcal{A}$ for each $i$ and $B_j \in \mathcal{B}$ for each $j$.

Suppose we have $X_t$ for $t \in \mathbb{Z}$, where $\mathbb{Z}$ is a set of integers. Let’s denote $\mathcal{F}_t^J = \sigma(X_k, J \leq k \leq L, k \in \mathbb{Z})$ to be sigma-field generated by random variable $X_t$ where $J \leq t \leq L$. Then, the random variable $X_t$ is $\beta$-mixing if $\beta_k := \sup_{j \in \mathbb{Z}} \beta(\mathcal{F}_t^J, \mathcal{F}_{t+k}^\infty) \to 0$ as $n \to \infty$.

For any two sigma-fields $\mathcal{A}$ and $\mathcal{B}$, we have
\[ 2\alpha(\mathcal{A}, \mathcal{B}) \leq \beta(\mathcal{A}, \mathcal{B}) \leq \varphi(\mathcal{A}, \mathcal{B}) \] and
\[ 4\alpha(\mathcal{A}, \mathcal{B}) \leq g(\mathcal{A}, \mathcal{B}). \]
(see Bradley [2005].)

**Lemma A.2** (Lemma 11 in Pötscher and Prucha [1997]). Let $X$ be a $\mathcal{D}$-measurable random variable, and $Y$ be a $\mathcal{K}$-measurable random variable such that for $1 \leq p \leq s \leq \infty$ and $1/p + 1/q = 1$ we have $(\mathbb{E}[||X||^p])^{1/p} < \infty$ and $(\mathbb{E}[||Y||^q])^{1/q} < \infty$. Then,
\[
|\text{cov}(X, Y)| \leq 2(2^{1/p} + 1)\alpha(\mathcal{D}, \mathcal{K})^{1/p-1/s}(\mathbb{E}[||X||^s])^{1/s}(\mathbb{E}[||Y||^q])^{1/q},
\]
\[
|\text{cov}(X, Y)| \leq 2\phi(\mathcal{D}, \mathcal{K})^{1-1/s}(\mathbb{E}[||X||^s])^{1/s}(\mathbb{E}[||Y||^q])^{1/q}.
\]
B Proofs in Section 5

For simplicity of notation, we denote

\[ M_T(\psi) = \left( \int_{S^{d-1}} \int_S (Q_T(s; u) - \hat{Q}_T(s; u, \psi))^2 w(s) ds d\kappa(u) \right)^{1/2}, \]

\[ \mathcal{M}(\psi) = \left( \int_{S^{d-1}} \int_S (Q(s; u) - Q(s; u, \psi))^2 w(s) ds d\kappa(u) \right)^{1/2}, \]

\[ \overline{SW}_T = \left( \int_{S^{d-1}} \int_S (Q(s; u) - Q(s; u, \psi))^2 w(s) ds d\kappa(u) \right)^{1/2}, \]

\[ \overline{SW}_T(\psi) = \left( \int_{S^{d-1}} \int_S (\hat{Q}_T(s; u, \psi) - Q(s; u, \psi))^2 w(s) ds d\kappa(u) \right)^{1/2}, \]

\[ \overline{B}_T = \int_{S^{d-1}} \int_S \|\hat{D}_T(s; u, \psi_0)\|^2 w(s) ds d\kappa(u), \]

\[ \overline{B}_0 = \int_{S^{d-1}} \int_S \|D(s; u, \psi_0)\|^2 w(s) ds d\kappa(u). \]

B.1 Proof of Theorem 5.1 (consistency)

We can show the consistency by following standard approaches in the extremum estimator. Since \( \hat{\psi}_T \) satisfies \( (M_T(\hat{\psi}_T))^2 \leq \inf_{\psi \in \Psi} (M_T(\psi))^2 + T^{-1} \epsilon_T \), we have

\[ M_T(\hat{\psi}_T) \leq \inf_{\psi \in \Psi} M_T(\psi) + T^{-1/2} \epsilon_T^{1/2} = \inf_{\psi \in \Psi} M_T(\psi) + o_p(1) \leq \mathcal{M}(\psi_0) + o_p(1). \]

By the triangle inequality of sliced Wasserstein distance, and Minkowski inequality (c.f., Nadjahi et al. [2020a]), we can show that \( \sup_{\psi \in \Psi} |M_T(\psi) - \mathcal{M}(\psi)| \) under Assumption 5.1 as follows:

\[
\sup_{\psi \in \Psi} |M_T(\psi) - \mathcal{M}(\psi)| \\
\leq \sup_{\psi \in \Psi} \left| \left( \int_{S^{d-1}} \int_S (Q(s; u) - Q(s; u, \psi))^2 w(s) ds d\kappa(u) \right)^{1/2} - \left( \int_{S^{d-1}} \int_S (Q(s; u) - Q(s; u, \psi))^2 w(s) ds d\kappa(u) \right)^{1/2} \right| \\
\leq \sup_{\psi \in \Psi} \left( \int_{S^{d-1}} \int_S (Q(s; u) - Q(s; u) - \hat{Q}_T(s; u, \psi) + Q(s; u, \psi))^2 w(s) ds d\kappa(u) \right)^{1/2} \\
\leq \overline{SW}_T + \sup_{\psi \in \Psi} \overline{SW}_T(\psi) \overset{p}{\to} 0.
\]

Assumption 5.2 implies that for each \( \epsilon > 0 \), there exists \( \delta > 0 \) such that for any \( \psi \notin B(\psi_0, \epsilon) \Rightarrow \mathcal{M}(\psi) - \mathcal{M}(\psi_0) \geq \delta > 0. \)

Using these results, we have

\[
\Pr(\hat{\psi}_T \notin B(\psi_0, \epsilon)) \leq \Pr(M_T(\hat{\psi}_T) - \mathcal{M}(\psi_0) \geq \delta) \\
= \Pr(M(\hat{\psi}_T) - M_T(\psi_T) + M_T(\hat{\psi}_T) - M(\psi_0) \geq \delta) \\
\leq \Pr(M(\hat{\psi}_T) - M_T(\psi_T) + M_T(\psi_0) + o_p(1) - \mathcal{M}(\psi_0) \geq \delta) \\
\leq \Pr(2 \sup_{\psi \in \Psi} |M_T(\psi) - \mathcal{M}(\psi)| + o_p(1) \geq \delta) \\
\to 0.
\]

Therefore, \( \hat{\psi}_T \overset{p}{\to} \psi_0. \)
B.2 Proof of Theorem 5.2 (asymptotic distribution)

Here, we will verify Assumptions 1 to 6 in Andrews [1999]. When \( \psi_0 \) is in the interior of \( \Psi \), Assumptions 5 and 6 in Andrews [1999] hold. Therefore, it is enough to prove Assumptions 1 to 4 in Andrews [1999].

First, Assumption 1 holds in Andrews [1999] are satisfied under Assumptions 5.1 and 5.2 by Theorem 4.1 in Andrews [1999].

Let us remind that Andrews [1999].

First, Assumption 1 holds in Andrews [1999] are satisfied under Assumptions 5.1 and 5.2 by Theorem 4.1 in Andrews [1999].

Let us remind that

\[
\hat{R}_T(s; u, \psi, \psi_0) := \hat{Q}_T(s; u, \psi) - \hat{Q}_T(s; u, \psi_0) - (\psi - \psi_0)^\top \hat{D}_T(s; u, \psi_0)
\]

with

\[
\sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} \left| \frac{T \int_{S^{d-1}} \int_S (\hat{R}_T(s; u, \psi, \psi_0))^2 w(s) ds d\zeta(u)}{(1 + \|\sqrt{T} (\psi - \psi_0)\|)^2} \right| = o_p(1)
\]

for any \( \tau_T \rightarrow 0 \).

The objective function can be decomposed as follows:

\[
\int_{S^{d-1}} \int_S (Q_T(s; u) - \hat{Q}_T(s; u, \psi))^2 w(s) ds d\zeta(u)
\]

\[
= \int_{S^{d-1}} \int_S (Q_T(s; u) - \hat{Q}_T(s; u, \psi_0))^2 w(s) ds d\zeta(u) - 2(\psi - \psi_0)^\top A_T/\sqrt{T} + (\psi - \psi_0)^\top B_T(\psi - \psi_0) + R_T,
\]

where

\[
A_T = \sqrt{T} \int_{S^{d-1}} \int_S (Q_T(s; u) - \hat{Q}_T(s; u, \psi_0)) \hat{D}_T(s; u, \psi_0) w(s) ds d\zeta(u);
\]

\[
B_T = \int_{S^{d-1}} \int_S \hat{D}_T(s; u, \psi_0) \hat{D}_T(s; u, \psi_0)^\top w(s) ds d\zeta(u);
\]

\[
R_T = \int_{S^{d-1}} \int_S \hat{R}_T^2(s; u, \psi, \psi_0) w(s) ds d\zeta(u) - 2 \int_{S^{d-1}} \int_S (Q_T(s; u) - \hat{Q}_T(s; u, \psi_0)) \hat{R}_T(s; u, \psi, \psi_0) w(s) ds d\zeta(u)
\]

\[
+ 2(\psi - \psi_0)^\top \int_{S^{d-1}} \int_S \hat{D}_T(s; u, \psi_0) \hat{R}_T(s; u, \psi, \psi_0) w(s) ds d\zeta(u).
\]

Then, it is enough to show

\[
A_T \overset{d}{\rightarrow} N(0, V_0), \quad B_T \overset{p}{\rightarrow} B_0, \quad \text{and} \quad \sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} \frac{T |R_T|}{(1 + \|\sqrt{T} (\psi - \psi_0)\|)^2} \overset{p}{\rightarrow} 0
\]

for any \( \tau_T \rightarrow 0 \) as \( T \rightarrow \infty \).

This is because the first two conditions satisfy Assumption 3 in Andrews [1999], and the third condition implies Assumption 2* in Andrews [1999]. Assumptions 1, 2*, and 3 Andrews [1999] imply Assumption 4 in Andrews [1999] by Theorem 1 in Andrews [1999].

In Steps 1 to 3 below, we will analyze the behaviors of \( A_T, B_T, \) and \( R_T \), respectively.

**Step 1:** We will analyze the behavior of \( A_T \).
Let us remind that $Q(\cdot, \cdot) = Q(\cdot, \cdot, \psi)$.

$$
A_T = \sqrt{T} \int_{\mathbb{S}^{d-1}} \int_S (Q_T(s; u) - \hat{Q}_T(s; u, \psi_0)) \tilde{D}_T(s; u, \psi_0) w(s) ds d\zeta(u) \\
= \sqrt{T} \int_{\mathbb{S}^{d-1}} \int_S (Q_T(s; u) - Q(s; u)) \tilde{D}_T(s; u, \psi_0) w(s) ds d\zeta(u) \\
+ \sqrt{T} \int_{\mathbb{S}^{d-1}} \int_S (Q(s; u, \psi_0) - \hat{Q}_T(s; u, \psi_0)) \tilde{D}_T(s; u, \psi_0) w(s) ds d\zeta(u)
$$

Under Assumption 5.4, we have

$$
\sqrt{T} \int_{\mathbb{S}^{d-1}} \int_S (Q_T(s; u) - Q(s; u))(\hat{D}_T(s; u, \psi_0) - D(s; u, \psi_0)) w(s) ds d\zeta(u) = o_p(1)
$$

$$
\sqrt{T} \int_{\mathbb{S}^{d-1}} \int_S (Q(s; u, \psi_0) - \hat{Q}_T(s; u, \psi_0))(\hat{D}_T(s; u, \psi_0) - D(s; u, \psi_0)) w(s) ds d\zeta(u) = o_p(1).
$$

Therefore, we have

$$
A_T = \sqrt{T} \int_{\mathbb{S}^{d-1}} \int_S (Q_T(s; u) - Q(s; u)) D(s; u, \psi_0) w(s) ds d\zeta(u) \\
+ \sqrt{T} \int_{\mathbb{S}^{d-1}} \int_S (Q(s; u, \psi_0) - \hat{Q}_T(s; u, \psi_0)) D(s; u, \psi_0) w(s) ds d\zeta(u) + o_p(1),
$$

which is asymptotically normal under Assumption 5.5.

**Step 2:** We will analyze the behavior of $B_T$.

Note that

$$
B_T = \int_{\mathbb{S}^{d-1}} \int_S \tilde{D}_T(s; u, \psi_0) \tilde{D}_T^\top(s; u, \psi_0) w(s) ds d\zeta(u)
$$

Let us denote

$$
B_0 = \int_{\mathbb{S}^{d-1}} \int_S D(s; u, \psi_0) D^\top(s; u, \psi_0) w(s) ds d\zeta(u).
$$

Then, we have

$$
B_T - B_0 = \int_{\mathbb{S}^{d-1}} \int_S (\tilde{D}_T(s; u, \psi_0) - D(s; u, \psi_0)) \tilde{D}_T^\top(s; u, \psi_0) w(s) ds d\zeta(u) \\
+ \int_{\mathbb{S}^{d-1}} \int_S D(s; u, \psi_0) (\hat{D}_T(s; u, \psi_0) - D(s; u, \psi_0))^\top w(s) ds d\zeta(u),
$$

which is $o_p(1)$ when Assumption 5.4 (iii) holds.

**Step 3:** We will analyze the behavior of $R_T$.

Here, we will show

$$
\sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} \frac{T |R_T|}{1 + \sqrt{T} \|\psi - \psi_0\|^2} = o_p(1).
$$

Let us remind that

$$
R_T = \int_{\mathbb{S}^{d-1}} \int_S (\hat{R}_T(s; u, \psi, \psi_0))^2 w(s) ds d\zeta(u) - 2 \int_{\mathbb{S}^{d-1}} \int_S (Q_T(s; u) - \hat{Q}_T(s; u, \psi_0)) \tilde{R}_T(s; u, \psi, \psi_0) w(s) ds d\zeta(u) \\
+ 2(\psi - \psi_0)^\top \int_{\mathbb{S}^{d-1}} \int_S \tilde{D}_T(s; u, \psi_0) \tilde{R}_T(s; u, \psi, \psi_0) w(s) ds d\zeta(u),
$$
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where
\[
\sup_{\psi \in \Psi \mid \|\psi - \psi_0\| \leq \tau_T} \left| \frac{T \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u)}{(1 + \| \sqrt{T}(\psi - \psi_0) \|)^2} \right| = o_p(1)
\]
for any \( \tau_T \to 0 \).

Note that
\[
|R_T| \leq \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u) + 2M_T(\psi_0) \left( \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u) \right)^{1/2}
+ 2\|\psi - \psi_0\|_\Psi (B_T)^{1/2} \left( \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u) \right)^{1/2}.
\]
This implies that
\[
\sup_{\psi \in \Psi \mid \|\psi - \psi_0\| \leq \tau_T} \frac{T|R_T|}{(1 + \| \sqrt{T}(\psi - \psi_0) \|)^2}
\leq \sup_{\psi \in \Psi \mid \|\psi - \psi_0\| \leq \tau_T} \frac{T \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u)}{(1 + \| \sqrt{T}(\psi - \psi_0) \|)^2}
+ 2 \sup_{\psi \in \Psi \mid \|\psi - \psi_0\| \leq \tau_T} \frac{T M_T(\psi_0) \left( \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u) \right)^{1/2}}{(1 + \| \sqrt{T}(\psi - \psi_0) \|)^2}
+ 2 \sup_{\psi \in \Psi \mid \|\psi - \psi_0\| \leq \tau_T} \frac{T \|\psi - \psi_0\|_\Psi (B_T)^{1/2} \left( \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u) \right)^{1/2}}{(1 + \| \sqrt{n}(\psi - \psi_0) \|)^2}.
\]
First, we have
\[
\sup_{\psi \in \Psi \mid \|\psi - \psi_*\| \leq \tau_T} \frac{T \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u)}{(1 + \| \sqrt{T}(\psi - \psi_0) \|)^2} = o_p(1)
\]
by Assumption 5.3.

Second, we have
\[
\sup_{\psi \in \Psi \mid \|\psi - \psi_0\| \leq \tau_T} \frac{T M_T(\psi_0) \left( \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u) \right)^{1/2}}{(1 + \| \sqrt{T}(\psi - \psi_0) \|)^2}
\leq \sqrt{T} M_T(\psi_0) \sup_{\psi \in \Psi \mid \|\psi - \psi_0\| \leq \tau_T} \frac{\sqrt{T} \left( \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u) \right)^{1/2}}{(1 + \| \sqrt{T}(\psi - \psi_0) \|)^2}
\leq \sqrt{T} M_T(\psi_0) \sup_{\psi \in \Psi \mid \|\psi - \psi_0\| \leq \tau_T} \frac{\sqrt{T} \left( \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u) \right)^{1/2}}{1 + \| \sqrt{T}(\psi - \psi_0) \|}
= \sqrt{T} M_T(\psi_0) \left( \sup_{\psi \in \Psi \mid \|\psi - \psi_0\| \leq \tau_T} \frac{T \int_{S} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) ds \, d\zeta(u)}{(1 + \| \sqrt{T}(\psi - \psi_0) \|)^2} \right)^{1/2}
= O_p(1) o_p(1) = o_p(1).
\]
Therefore, we have
\[
\sqrt{T}M_T(\psi_0) \leq \sqrt{T}S\hat{W}_T + \sqrt{T}\hat{W}_T(\psi_0) = O_p(1),
\]
and Assumption 5.3 implies
\[
\sup_{\psi \in \Psi: \|\psi - \psi_0\| \leq \tau_T} T \int_{S^{d-1}} \int_S \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s)dsd\varsigma(u) \leq (1 + \|T(\psi - \psi_0)\|)^2 = o_p(1).
\]

Third, we have
\[
\sup_{\psi \in \Psi: \|\psi - \psi_0\| \leq \tau_T} T \|\psi - \psi_0\| \left( f_{S^{d-1}} \int_S \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s)dsd\varsigma(u) \right)^{1/2} = (B_T)^{1/2} \sup_{\psi \in \Psi: \|\psi - \psi_0\| \leq \tau_T} \left( f_{S^{d-1}} \int_S \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s)dsd\varsigma(u) \right)^{1/2}
\]
\[
= (B_T)^{1/2} \sup_{\psi \in \Psi: \|\psi - \psi_0\| \leq \tau_T} \left( f_{S^{d-1}} \int_S \left( \hat{R}_n(s; u, \psi, \psi_0) \right)^2 w(s)dsd\varsigma(u) \right)^{1/2}
\]
\[
= O_p(1) = o_p(1).
\]

Therefore, we have
\[
\sup_{\psi \in \Psi: \|\psi - \psi_0\| \leq \tau_T} \frac{T|\hat{R}_T|}{(1 + \sqrt{T}(\psi - \psi_0))^2} = o_p(1).
\]

Therefore, Assumptions 1 to 6 in Andrews [1999] hold, and we can apply the Theorem 3 in Andrews [1999]. This implies
\[
\sqrt{T}(\hat{\psi}_T - \psi_0) = B^{-1}_T A T + o_p(1) \xrightarrow{d} B^{-1}_0 N(0, \Omega_0),
\]
where \(\Omega_0 = (e_1^T, -e_1^T) V_0 \begin{pmatrix} e_1 \\ -e_1 \end{pmatrix}\) in which \(e_1 = (1, \ldots, 1)^T\) is a \(d_p\) by 1 vector of ones.

## C Proofs in Section 6

### C.1 Preliminary Lemmas

**Lemma C.1** (Corollary 2.1 of Arcones and Yu [1994]). Suppose that \(F\) is a measurable uniformly bounded VC subgraph class of functions. If the \(\beta\)-mixing coefficient of the stationary sequence satisfies \(\lim_{k \to 0} k^r \beta_k = 0\) for some \(r > 1\), then there is a Gaussian process \(\{G(f) \leq \infty\}_{f \in F}\) which has a version with uniformly bounded and uniformly continuous path with respect to the \(\|\cdot\|_2\)-norm such that
\[
\left\{ \frac{1}{\sqrt{T}} \sum_{t=1}^{T} (f(X_t) - Pf) \right\}_{f \in F} \xrightarrow{w} \{G(f)\}_{f \in F} \text{ in } \ell_\infty(F).
\]

**Lemma C.2** (Lemma A.3 in Bobkov and Ledoux [2019]). Given a cumulative distribution \(F\), the followings hold for all \(0 < t < s < 1\) and \(x \in \mathbb{R}\).
Lemma C.3. Let $F(\cdot)$ and $G(\cdot)$ are univariate distribution functions. When at least one of them is continuous, we have

$$\sup_s |F(G^{-1}(s)) - s| = \sup_s |G(F^{-1}(s)) - s|.$$  

Proof. Suppose the statement is not true. Then, we have

$$\sup_s |F(G^{-1}(s)) - s| < \sup_s |G(F^{-1}(s)) - s|$$  \hspace{1cm} (C.1)

or

$$\sup_s |F(G^{-1}(s)) - s| > \sup_s |G(F^{-1}(s)) - s|.$$  \hspace{1cm} (C.2)

Here, we will only prove that inequality (C.1) will result in the contradiction because we can show that the inequality (C.2) does not hold in the same way.

Suppose inequality (C.1) is true. Then, there exists $0 < s_1 < 1$ such that

$$\sup_s |F(G^{-1}(s)) - s| < |G(F^{-1}(s_1)) - s_1|.$$  

Let us denote $s_2 = G(F^{-1}(s_1))$. Then, $s_2 \neq s_1$ because $\sup_s |F(G^{-1}(s)) - s| \geq 0$. Then, we will consider two possible cases. $s_2 < s_1$ or $s_1 < s_2$.

Case 1: We will show inequality (C.1) does not hold when $s_2 < s_1$. Note that $s_2 = G(F^{-1}(s_1)) < 1$ in this case because $s_2 < s_1 < 1$.

For a sufficiently small $\epsilon > 0$, we have

$$s_2 + \epsilon > G(F^{-1}(s_1)) \leftrightarrow G^{-1}(s_2 + \epsilon) > F^{-1}(s_1)$$  

by Lemma C.2 (2). Then, Lemma C.2 (1) implies

$$G^{-1}(s_2 + \epsilon) > F^{-1}(s_1) \Rightarrow F(G^{-1}(s_2 + \epsilon)) \geq s_1.$$  

Therefore, we have

$$F(G^{-1}(s_2 + \epsilon)) - (s_2 + \epsilon) \geq s_1 - s_2 - \epsilon.$$  

When we pick sufficiently small $\epsilon > 0$, we have

$$F(G^{-1}(s_2 + \epsilon)) - (s_2 + \epsilon) > s_1 - s_2 - \epsilon > \sup_s |F(G^{-1}(s)) - s|.$$  
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Therefore, we have \( \tilde{s} \) such that
\[
\sup_s |F(G^{-1}(s)) - (s)| < |F(G^{-1}(\tilde{s})) - (\tilde{s})|.
\]
This is a contradiction.

**Case 2:** We will show inequality \((C.1)\) does not hold when \( s_2 > s_1 \). Note that \( s_2 > 0 \) and \( F^{-1}(s_1) > G^{-1}(0) \) because \( s_2 > s_1 > 0 \). The proof depends on whether there exists \( y \) such that \( G(y) = s_2 \) for \( y < F^{-1}(s_1) \) or not.

**Case 2-1:** Suppose there exists \( y \) such that \( G(y) = s_2 \) for \( y < F^{-1}(s_1) \).

Then, by Lemma C.2 (7), we have
\[
G^{-1}(s_2) = G^{-1}(G(F^{-1}(s_1))) < F^{-1}(s_1).
\]
Using Lemma C.2 (2), we have
\[
G^{-1}(s_2) < F^{-1}(s_1) \Rightarrow F(G^{-1}(s_2)) < s_1.
\]
Therefore,
\[
\sup_s |F(G^{-1}(s)) - s_2| < s_2 - s_1 < |F(G^{-1}(s_2)) - s_2|.
\]
But, this is a contradiction.

**Case 2-2:** Suppose there is no \( y \) such that \( G(y) = s_2 \) for \( y < F^{-1}(s_1) \).

Then, by Lemma C.2 (6) and (7), we have
\[
G^{-1}(s_2 - \epsilon) \leq G^{-1}(G(F^{-1}(s_1))) = F^{-1}(s_1).
\]
for sufficiently small \( \epsilon > 0 \).

**Case 2-2-1:** Suppose there exists \( y \) such that \( s_1 = F(y) \). When \( F \) is continuous, \( F^{-1}(s) \) is strictly increasing, and we can find \( y \) such that \( F(y) = s_1 \).

Then, we have for sufficiently small \( \epsilon > 0 \),
\[
F(G^{-1}(s_2 - \epsilon)) \leq F(F^{-1}(s_1)) = s_1
\]
by Lemma C.2 (4).

From this, for sufficiently small \( \epsilon > 0 \), we have
\[
F(G^{-1}(s_2 - \epsilon)) - (s_2 - \epsilon) \leq s_1 - (s_2 - \epsilon) < 0,
\]
and
\[
|F(G^{-1}(s_2 - \epsilon) - (s_2 - \epsilon)| \leq (s_2 - \epsilon) - s_1.
\]
Therefore, for a sufficiently small \( \epsilon > 0 \), we have
\[
\sup_s |F(G^{-1}(s)) - s| < |F(G^{-1}(s_2 - \epsilon)) - (s_2 - \epsilon)|.
\]
But, this is a contradiction.

**Case 2-2-2:** Suppose there is no \( y \) such that \( s_1 = F(y) \).

In this case, \( G(\cdot) \) is continuous because we assume that at least one of \( F(\cdot) \) and \( G(\cdot) \) is continuous. When \( G(\cdot) \) is continuous, then \( G^{-1}(s) \) is strictly increasing function by C.2 (8). Then, we have

\[ G^{-1}(s_2 - \epsilon) < G^{-1}(s_2) = F^{-1}(s_1). \]

for sufficiently small \( \epsilon > 0 \). Then, by Lemma C.2 (2), we have

\[ G^{-1}(s_2 - \epsilon) < F^{-1}(s_1) \Leftrightarrow F(G^{-1}(s_2 - \epsilon)) < s_1. \]

From this, for sufficiently small \( \epsilon > 0 \), we have

\[ F(G^{-1}(s_2 - \epsilon)) - (s_2 - \epsilon) < s_1 - (s_2 - \epsilon) < 0, \]

and

\[ |F(G^{-1}(s_2 - \epsilon)) - (s_2 - \epsilon)| > (s_2 - \epsilon) - s_1. \]

Therefore, for a sufficiently small \( \epsilon > 0 \), we have

\[ \sup_s |F(G^{-1}(s)) - s| < |F(G^{-1}(s_2 - \epsilon)) - (s_2 - \epsilon)|. \]

However, this is a contradiction. \( \square \)

### C.2 Proof of Lemma 6.1

Example 7.21 of Sen [2021] implies that

\[ A = \{ \{ Z_t : u^\top Z_t \leq s \}, u \in \mathbb{S}^{d-1}, s \in \mathbb{R} \} \]

is a VC class with VC dimension is equal to \( d + 1 \).

Then, we can show weak convergence of empirical process using Lemma C.1 because the indicator function is uniformly bounded.

### C.3 Proof of Lemma 6.2

For \( u \in \mathcal{N}_0 := \{ u \in \mathbb{S}^{d-1}; G(s; u, \psi_0) \text{ is degenerate} \} \), \( G_T(s; u, \psi_0) = G(s; u, \psi_0) \). Then, we have

\[
T \int_{s \in \mathbb{S}^{d-1}} \int_0^1 |G_T^{-1}(s; u, \psi_0) - G^{-1}(s; u, \psi_0)|^2 w(s)dsd\varsigma(u) = T \int_{s \in \mathbb{S}^{d-1}/\mathcal{N}_0} \int_0^1 |G_T^{-1}(s; u, \psi_0) - G^{-1}(s; u, \psi_0)|^2 w(s)dsd\varsigma(u).
\]

Following Proposition A.18 of Bobkov and Ledoux [2019],

\[
G_T^{-1}(s; u, \psi_0) - G^{-1}(s; u, \psi_0) = G^{-1}(G(G_T^{-1}(s; u, \psi_0); u, \psi_0); u, \psi_0) - G(s; u, \psi_0) = \int_{s}^{G(G_T^{-1}(s; u, \psi_0); u, \psi_0)} \frac{1}{g(G^{-1}(z; u, \psi_0); u, \psi_0)} dz
\]

\[
\leq \frac{1}{g(G^{-1}(\delta(s; u, \psi_0); u, \psi_0); u, \psi_0)} \left( G(G_T^{-1}(s; u, \psi_0), u, \psi_0) - s \right),
\]
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where \( \tilde{s}(s; u, \psi_0) \in \left( G(G_T^{-1}(s; u, \psi_0), u, \psi_0) \land s, G(G_T^{-1}(s; u, \psi_0), u, \psi_0) \lor s \right) \).

This implies

\[
T \int_{s \in \mathbb{S}^{d-1}/N_0} \int_{0}^{1} |G_T^{-1}(s; u, \psi_0) - G_T^{-1}(s; u, \psi_0)|^2 w(s)dsd\zeta(u)
\]

\[
\leq T \int_{s \in \mathbb{S}^{d-1}/N_0} \int_{0}^{1} \frac{w(s)}{g^2(G_T^{-1}(s; u, \psi_0); u, \psi_0)} |G(G_T^{-1}(s; u, \psi_0); u, \psi_0) - s|^2 dsd\zeta(u)
\]

\[
\leq \left( \int_{s \in \mathbb{S}^{d-1}/N_0} \int_{0}^{1} \frac{w(s)}{g^2(G_T^{-1}(s; u, \psi_0); u, \psi_0)} dsd\zeta(u) \right) \{ \sqrt{T} \sup_{u \in \mathbb{S}^{d-1}/N_0} \sup_{s \in (0, 1)} |G(G_T^{-1}(s; u, \psi_0); u, \psi_0) - s| \}^2
\]

under Conditions (6.1) and (6.2).

For each \( u \in \mathbb{S}^{d-1}/N_0 \), \( G(G_T^{-1}(s; u, \psi_0), u, \psi_0) \) is the quantile function of \( G(u^T Z_t, u, \psi_0) \). It implies

\[
\sup_s |G(G_T^{-1}(s; u, \psi_0), u, \psi_0) - s| = \sup_s \left| \frac{1}{T} \sum_{t=1}^{T} I(G(u^T Z_t; u, \psi_0) \leq s) - s \right|.
\]

(c.f Equation (1.4.5) in Csörgő [1983]). Note that for each \( u \in \mathbb{S}^{d-1}/N_0 \), we have

\[
\sup_{s \in (0, 1)} \left| \frac{1}{T} \sum_{t=1}^{T} I(G(u^T Z_t; u, \psi_0) \leq s) - s \right| = \sup_{s \in \mathbb{R}} \left| \frac{1}{T} \sum_{t=1}^{T} I(u^T Z_t \leq G^{-1}(s; u, \psi_0)) - s \right|
\]

\[
= \sup_{s \in \mathbb{R}} \left| G_T(s; u, \psi_0) - G(s; u, \psi_0) \right|
\]

Therefore,

\[
\sqrt{T} \sup_{u \in \mathbb{S}^{d-1}/N_0} \sup_{s \in (0, 1)} |G(G_T^{-1}(s; u, \psi_0), u, \psi_0) - s| = \sqrt{T} \sup_{u \in \mathbb{S}^{d-1}/N_0} \sup_{s \in \mathbb{R}} |G_T(s; u, \psi_0) - G(s; u, ps_0)|.
\]

When all assumptions in Lemma 6.1 are satisfied,

\[
\sqrt{T} \sup_{u \in \mathbb{S}^{d-1}/N_0} \sup_{s \in \mathbb{R}} |G_T(s; u, \psi_0) - G(s; u, ps_0)| = O_p(1).
\]

This concludes the proof.

### C.4 Proof of Lemma 6.3

Let \( \mathbb{D} \) be the space of univariate distribution functions, and \( \mathbb{D}_1 \) be the restriction of \( \mathbb{D} \) such that the domain of the cdf functions in \( \mathbb{D}_1 \) is the same as the support of \( G(s; u) \) for each \( u \).
Let \( G \in \mathbb{D}_1 \) and \( G_n = G(t; u) + t_n h_n(t; u) \in \mathbb{D}_1 \) such that \( t_n \downarrow 0 \), and \( \sup_{t,u} |h_n - h| = o(1), \sup_{t,u} h(t, u) < C \). Let’s denote \( \mathcal{N}_0 = \{ u; u^\top Z \text{ is degenerate} \} \).

Because we are interested in L2 convergence, and \( \mathcal{N}_0 \) is degenerate, it is enough to think

\[
\int_{u \in S^{d-1}/\mathcal{N}_0} \left[ \frac{G_n^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds = o(1)
\]

We will show this using the dominated convergence theorem. In Step 1, We will show that there exists \( N \) and \( C \) such that

\[
\sup_u \int \left[ \frac{G_n^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds < C
\]

for all \( n > N \).

In step 2, we will show

\[
\int \left[ \frac{G_n^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds = o(1)
\]

for each \( u \in S^{d-1}/\mathcal{N}_0 \)

**Step 1:** We will show that there exists \( N \) and \( C \) such that

\[
\sup_{u \in S^{d-1}} \int \left[ \frac{G_n^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds < C
\]

for all \( n > N \).

First, from the model assumption, we have

\[
\int \left[ \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds = \int \frac{w(s)}{g^2(G^{-1}(s; u); u)} ds \sup_{s,u} |h(G^{-1}(s, u), u)| < C
\]

Second, for almost all \( u \), we have

\[
\sqrt{w(s)} G_n^{-1}(s; u) - G^{-1}(s; u) = \frac{1}{t_n g(G^{-1}(s; u); u)} \frac{w(s)}{g(G^{-1}(\hat{s}(s; u); u); u)} G(G^{-1}(s; u)) - s
\]

Then,

\[
\sup_s \left| \sqrt{w(s)} G_n^{-1}(s; u) - G^{-1}(s; u) \right| \leq \left( \sup_s \frac{w(s)}{g(G^{-1}(\hat{s}(s; u); u); u)} \right) \frac{1}{t_n} \sup_s |G(G^{-1}(s; u); u)| - s
\]

where \( \hat{s} \) is between \( G(G^{-1}(s; u); u) \) and \( s \).

From Lemma C.3, we have

\[
\frac{1}{t_n} \sup_s \left| G(G^{-1}(s; u)) - s \right| = \frac{1}{t_n} \sup_s \left| G_n(G^{-1}(s; u)) - s \right|
\]

\[
= \frac{1}{t_n} \sup_s \left| G(G^{-1}(s; u); u) + t_n h_n(G^{-1}(s; u); u) - s \right|
\]

\[
= \sup_s |h_n(G^{-1}(s; u); u)|
\]
Therefore, we have

\[
\sup_s \left| \sqrt{w(s)} \frac{G_{n}^{-1}(s; u) - G^{-1}(s; u)}{t_n} \right| \leq \left( \sup_s \frac{\sqrt{w(s)}}{g(G^{-1}(\hat{s}(s; u); u))} \right) \sup_s \left| h_n(G^{-1}(s; u); u) \right|
\]

It implies

\[
\sup_{u \in \mathbb{S}^{d-1}/N_0} \sup_s \left| \sqrt{w(s)} \frac{G_{n}^{-1}(s; u) - G^{-1}(s; u)}{t_n} \right| \leq \left( \sup_{u \in \mathbb{S}^{d-1}/N_0} \sup_s \frac{\sqrt{w(s)}}{g(G^{-1}(\hat{s}(s; u); u); u)} \right) \sup_s \left| h_n(G^{-1}(s; u); u) \right|.
\]

Note that we have the above inequality for all \( u \) because we have \( h_n(s; u) = 0 \) for \( u \in N_0 \) when the domain of \( h_n(t; u) \) is the same as the support of \( G(t; u) \) for each \( u \), and we can set \( g(\cdot, u) = \infty \) when \( u \in N_0 \).

Because

\[
g_{\hat{s}(s; u)}(\hat{s}(s; u); u, \psi) = O(1)
\]

for \( \hat{s}(s; u) \) such that \( \sup_{u \in \mathbb{S}^{d-1}/N_0} \sup_{s \in \text{supp}(w)} |\hat{s}(s; u) - s| = o(1) \), we can find \( N \) and \( C \) such that

\[
\sup_{s, u} \left| \sqrt{w(s)} \frac{G_{n}^{-1}(s; u) - G^{-1}(s; u)}{t_n} \right| \leq \left( \sup_{s, u} \frac{\sqrt{w(s)}}{g(G^{-1}(\hat{s}(s; u); u); u)} \right) \sup_{s, u} \left| h_n(G^{-1}(s; u); u) \right| < C
\]

for all \( n > N \).

Therefore, we have \( N \) and \( C \) such that

\[
\sup_{s, u} \int \left[ \frac{G_{n}^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds < C
\]

for all \( n > N \).

**Step 2:** We will show that for each \( u \in \mathbb{S}^{d-1}/N_0 \),

\[
\int \left[ \frac{G_{n}^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds = o(1)
\]

with the dominated convergence theorem.

Then, similar to the logic in [Kajj 2019], we can show this as follows.

\[
\int \left[ \frac{G_{n}^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds
\]

\[
= \int_0^\delta \left[ \frac{G_{n}^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds
\]

\[
+ \int_{\delta}^{1-\delta} \left[ \frac{G_{n}^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds
\]

\[
+ \int_{1-\delta}^{1} \left[ \frac{G_{n}^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds
\]

\[
\leq 2\delta \int \left[ \frac{G_{n}^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 w(s) ds
\]

\[
+ \sup_{s \in [\delta, 1-\delta]} \left[ \frac{G_{n}^{-1}(s; u) - G^{-1}(s; u)}{t_n} - \frac{1}{g(G^{-1}(s; u); u)} h(G^{-1}(s; u); u) \right]^2 .
\]
First, \[ 2\delta \int \left[ \frac{G_n^{-1}(s;u) - G^{-1}(s;u)}{t_n} - \frac{1}{g(G^{-1}(s;u);u)} h(G^{-1}(s;u);u) \right]^2 w(s) ds \leq 2\delta C \]
for \( n > N \). So, we can choose sufficiently small \( \delta \) in order to make this small.

Second, \[ \sup_{s \in [0,1]} \left[ \frac{G_n^{-1}(s;u) - G^{-1}(s;u)}{t_n} - \frac{1}{g(G^{-1}(s;u);u)} h(G^{-1}(s;u);u) \right]^2 = o(1) \]
from Theorem 3.9.23 in van der Vaart and Wellner [1996].

Therefore, for each \( \epsilon > 0 \), there exists a positive constant \( N \) such that \[ \int \left[ \frac{G_n^{-1}(s;u) - G^{-1}(s;u)}{t_n} - \frac{1}{g(G^{-1}(s;u);u)} h(G^{-1}(s;u);u) \right]^2 w(s) ds < \epsilon \]
for \( n \geq N \).

Therefore, using Steps 1 and 2 and the dominated convergence theorem, we will show the desired result.

### D Proofs in Section 7

#### D.1 Preliminary Lemma

**Lemma D.1.** Suppose \( F(y|x, \psi) \) is Lipschitz with respect to \( \psi \) in the sense that there exists a function \( M(y,x) \) for any \( \psi, \psi' \in \Psi \),

\[ |F(y|x, \psi) - F(y|x, \psi')| \leq M(y,x)||\psi - \psi'||, \]
and \( \int_{u \in \mathbb{R}^d - u_1 \neq 0} \int_{-\infty}^{\infty} M^2(u_1^{-1}(s-u_2^\top x);x) dF_X(x) w(s) ds d\zeta(u) < \infty \), where \( F_X(\cdot) \) is the CDF of \( X_t \). Then, \( k(x, x', \psi) \) and \( k_2(x, x', \psi, \psi_0) \) are Lipschitz in \( \psi \).

**Proof.** Note that

\[ \mathbb{E}[I(w^\top Z_t \leq s)|X_t, \psi] = \begin{cases} 
F(u_1^{-1}(s-u_2^\top X_t)|X_t, \psi) & \text{if } u_1 > 0 \\
I(u_2^\top X_t \leq s) & \text{if } u_2 < 0 \\
1 - F(u_1^{-1}(s-u_2^\top X_t)|X_t, \psi) & \text{if } u_1 > 0
\end{cases} \]

Then,

\[ |k(X_t, X_j, \psi) - k(X_t, X_j, \psi')| \]

\[ \leq 2 \int_{u \in \mathbb{R}^d - u_1 \neq 0} \int_{-\infty}^{\infty} \left| (F(u_1^{-1}(s-u_2^\top X_t)|X_t, \psi) - \mathbb{E}[F(u_1^{-1}(s-u_2^\top X_t)|X_t, \psi)]) 
- (F(u_1^{-1}(s-u_2^\top X_t)|X_t, \psi') - \mathbb{E}[F(u_1^{-1}(s-u_2^\top X_t)|X_t, \psi')]) \right| w(s) ds d\zeta(u) \]

\[ + 2 \int_{u \in \mathbb{R}^d - u_1 \neq 0} \int_{-\infty}^{\infty} \left| (F(u_1^{-1}(s-u_2^\top X_j)|X_j, \psi) - \mathbb{E}[F(u_1^{-1}(s-u_2^\top X_j)|X_j, \psi)]) 
- (F(u_1^{-1}(s-u_2^\top X_j)|X_j, \psi') - \mathbb{E}[F(u_1^{-1}(s-u_2^\top X_j)|X_j, \psi')]) \right| w(s) ds d\zeta(u). \]
Since we have
\[ |F(u_1^{-1}(s - u_2^T x)|x, \psi) - F(u_1^{-1}(s - u_2^T x)|x, \psi')| \leq M(u_1^{-1}(s - u_2^T x); x)\|\psi - \psi'\|, \]
where \( \int_{u \in \mathbb{R}^{d-1}, u_1 \neq 0} \int_{-\infty}^{\infty} M^2(u_1^{-1}(s - u_2^T x); x) dF_X(x) w(s) ds \zeta(u) < \infty \), \( k(x, x', \psi) \) is Lipchitz continuous with respect to \( \psi \). With a similar calculation, we can show that \( k_2(x, x', \psi) \) is Lipchitz continuous with respect to \( \psi \) when \( F(y|x, \psi) \) is Lipchitz continuous as well. □

### D.2 Proof of Lemma 7.1

We will investigate the properties of \( \left\{ \sup_{\psi} \frac{1}{T^2} \sum_{t=1}^{T} \sum_{j=1}^{T} k(X_t, X_j; \psi) \right\} \) to verify Assumption 5.1 (ii). Since \( k(X_t, X_j; \psi) \) is symmetric with respect to \( X_t \) and \( X_j \), we have
\[
\frac{1}{T^2} \sum_{t=1}^{T} \sum_{j=1}^{T} k(X_t, X_j; \psi) = \frac{1}{T^2} \sum_{t=1}^{T} k(X_t, X_t; \psi) + \frac{2}{T^2} \sum_{1 \leq i < j \leq T} k(X_i, X_j; \psi)
\]

When \( w(s) \) is integrable, \( k(X_t, X_t, \psi) \) is uniformly bounded by an absolute positive constant, which implies \( \frac{1}{T^2} \sum_{t=1}^{T} k(X_t, X_t; \psi) = o(1) \). Therefore, it is enough to show
\[
\sup_{\psi \in \Psi} \frac{2}{T^2} \sum_{1 \leq i < j \leq T} k(X_i, X_j; \psi) = o_p(1). \tag{D.1}
\]

Since \( w(s) \) is integrable, we can interchange the expectation and integral when we evaluate \( \mathbb{E}[k(X_t, X_j; \psi)] \), and
\[
\mathbb{E}[k(X_t, X_j; \psi)] = \begin{cases} 
\mathbb{E}[k(X_t, X_t; \psi)] & \text{if } t = j, \\
0 & \text{if } t \neq j.
\end{cases}
\]

Then, we can verify Equation (D.1) under the Lipschitz continuity of \( k(X_t, X_j; \psi) \) with respect to \( \psi \).

**Lemma D.2.** Suppose \( \Psi \) is compact and \( k(x, x', \psi) \) is Lipchitz in \( \psi \) in the sense that for any \( \psi, \tilde{\psi} \in \Psi \), we have
\[
|k(x, x', \psi) - k(x, x', \tilde{\psi})| \leq M(x, x')\|\psi - \tilde{\psi}\|
\]
and \( \int \int M(x, \tilde{x}) dP_x dP_{\tilde{x}} < \infty \) where \( P_x = P_{\tilde{x}} \). Then,
\[
\sup_{\psi} \left\| \frac{2}{T^2} \sum_{1 \leq i < j \leq n} k(X_i, X_j, \psi) \right\| = \sup_{\psi} \left\| \frac{2}{T^2} \sum_{1 \leq i < j \leq T} k(X_i, X_j, \psi) - \frac{2}{T^2} \sum_{1 \leq i < j \leq n} \mathbb{E}[k(X_i, X_j, \psi)] \right\| \overset{P}{\rightarrow} 0.
\]

**Proof.** See Corollary 4.1 of Newey [1991] or Lemma 4 in Appendix of Briol et al. [2019]. □

Under the Lipchitz continuity of \( F(y|x, \psi) \) in \( \psi \), \( k(x, x', \psi) \) is also Lipchitz continuous in \( \psi \) by Lemma D.1. This concludes the proof.
D.3 Proof of Lemma 7.3

Let us remind that
\[ \hat{R}_T(s; u, \psi, \psi_0) := \hat{Q}_T(s; u, \psi) - \hat{Q}_T(s; u, \psi_0) - (\psi - \psi_0)\top \hat{D}_T(s; u, \psi_0). \]

We would like to show
\[ \sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} \left| \frac{T \int_{\mathbb{R}^{d-1}} \int_{\mathbb{S}} \left( \hat{R}_T(s; u, \psi, \psi_0) \right)^2 w(s) \, ds \, dc(u)}{(1 + \|\sqrt{T}(\psi - \psi_0)\|)^2} \right| = o_p(1) \]
for any \( \tau_T \to 0 \).

Here, we will show it with \( \hat{D}_T(s; u, \psi_0) = D(s; u, \psi_0) \) which are defined in Condition 7.1.

Note that
\[ \hat{Q}_T(s; u, \psi) - \hat{Q}_T(s; u, \psi_0) - (\psi - \psi_0)\top \hat{D}_T(s; u, \psi_0) \]
\[ = [\hat{Q}_T(s; u, \psi) - Q(s; u, \psi)] - [\hat{Q}_T(s; u, \psi_0) - Q(s; u, \psi_0)] + [Q(s; u, \psi) - Q(s; u, \psi_0) - (\psi - \psi_0)\top \hat{D}_T(s; u, \psi_0)]. \]

Under Condition 7.1, it is enough to show
\[ \sup_{\|\psi - \psi_0\| \leq \tau_T} \frac{T \int_{\mathbb{R}^{d-1}} \int \left( [\hat{Q}_T(s; u, \psi) - Q(s; u, \psi)] - [\hat{Q}_T(s; u, \psi_0) - Q(s; u, \psi_0)] \right)^2 w(s) \, ds \, dc(u)}{(1 + \|\sqrt{T}(\psi - \psi_0)\|)^2} = o_p(1), \]
where
\[ \hat{Q}_T(s; u, \psi) - Q(s; u, \psi) = \frac{1}{T} \sum_{t=1}^{T} \left( \mathbb{E}[I(u\top Z_t \leq s)|X_t, \psi] - G(s; u, \psi) \right). \]

Because \( \frac{1}{1 + \|\sqrt{T}(\psi - \psi_0)\|^2} \leq 1 \), it is enough to show
\[ \sup_{\|\psi - \psi_0\| \leq \tau_T} \frac{T \int_{\mathbb{R}^{d-1}} \int \left( ([\hat{Q}_T(s; u, \psi) - Q(s; u, \psi)] - ([\hat{Q}_T(s; u, \psi_0) - Q(s; u, \psi_0))] \right)^2 w(s) \, ds \, dc(u)}{(1 + \|\sqrt{T}(\psi - \psi_0)\|)^2} = o_p(1). \]

Let us denote
\[ V_{2,T}(\psi) = \left( \int_{\mathbb{R}^{d-1}} \int \left( ([\hat{Q}_T(s; u, \psi) - Q(s; u, \psi)] - ([\hat{Q}_T(s; u, \psi_0) - Q(s; u, \psi_0))] \right)^2 w(s) \, ds \, dc(u) \right). \]

\( V_{2,T}(\psi) \) is a V-statistic. That is,
\[ V_{2,T}(\psi) = \frac{1}{T^2} \sum_{t=1}^{T} \sum_{j=1}^{T} k_2(X_t, X_j, \psi, \psi_0), \]
where
\[ k_2(X_t, X_j, \psi, \psi_0) \]
\[ = \int_{\mathbb{R}^{d-1}} \int \left\{ \left[ \mathbb{E}[I(u\top Z_t \leq s)|X_t, \psi] - G(s; u, \psi) \right] - \left( \mathbb{E}[I(u\top Z_t \leq s)|X_t, \psi_0] - G(s; u, \psi_0) \right) \right\} \times \left\{ \left[ \mathbb{E}[I(u\top Z_j \leq s)|X_j, \psi] - G(s; u, \psi) \right] - \left( \mathbb{E}[I(u\top Z_j \leq s)|X_j, \psi_0] - G(s; u, \psi_0) \right) \right\} \] \[ \times \left[ \mathbb{E}[I(u\top Z_j \leq s)|X_j, \psi] - G(s; u, \psi) \right] - \left( \mathbb{E}[I(u\top Z_j \leq s)|X_j, \psi_0] - G(s; u, \psi_0) \right) \} \right\} w(s) \, ds \, dc(u) \]
Note that \( k_2(X_t, X_j, \psi, \psi_0) \) is symmetric kernel, and \( V_{2,T}(\psi_0) = 0 \) since \( k_2(X_t, X_j, \psi_0, \psi_0) = 0 \).

Then, we need to handle \( nV_{2,T}(\psi) \). It can be decomposed as follows.

\[
TV_{2,T}(\psi) = \frac{1}{T} \sum_{t=1}^{T} \sum_{j=1}^{T} k_2(X_t, X_j; \psi, \psi_0)
\]

\[
= \frac{1}{T} \sum_{t=1}^{T} k_2(X_t, X_t; \psi, \psi_0) + \frac{2}{T} \sum_{1 \leq t < j \leq T} k_2(X_t, X_j; \psi, \psi_0)
\]

\[
= \frac{1}{T} \sum_{t=1}^{T} \left( k_2(X_t, X_t; \psi, \psi_0) - \mathbb{E}[k_2(X_t, X_t; \psi, \psi_0)] + \mathbb{E}[k_2(X_t, X_t; \psi, \psi_0)] \right)
\]

\[
+ 2 \frac{1}{T} \sum_{1 \leq t < j \leq T} k_2(X_t, X_j, \psi, \psi_0).
\]

We will show that each term in the above expressions is \( o_p(1) \) as \( \tau_T \to 0 \). Note that \( k_2(\cdot, \cdot, \psi, \psi_0) \) is Lipschitz continuous in \( \psi \) by Lemma D.1.

Step 1) Because \( \Psi \) is compact and \( k_2(X_t, X_t, \psi, \psi_0) \) is Lipschitz continuous with respect to \( \psi \) for each \( X_t \), by ULLN, we have

\[
\sup_{\psi \in \Psi} \left| \frac{1}{T} \sum_{t=1}^{T} \left( k_2(X_t, X_t; \psi) - \mathbb{E}[k_2(X_t, X_t; \psi, \psi_0)] \right) \right| \overset{p}{\to} 0.
\]

Step 2) Because \( k_2(X_t, X_t, \psi, \psi_0) = 0 \), and \( k_2(X_t, X_t, \psi, \psi_0) \) is Lipschitz continuous for each \( X_t \), we have

\[
\mathbb{E}[k_2(X_t, X_t, \psi, \psi_0)] \leq \mathbb{E}[M_2(X_t, X_t)\|\psi - \psi_0]\]

and it implies that \( \sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_n} \mathbb{E}[k_2(X_t, X_t, \psi, \psi_0)] = o_p(1) \).

Step 3) For \( t \neq j \), \( \mathbb{E}[k_2(X_t, X_j, \psi, \psi_0)] = 0 \) when \( w(s) \) is integrable. Then,

\[
U_{2,T} := \frac{2}{T^2} \sum_{1 \leq t < j \leq T} k_2(X_t, X_j, \psi, \psi_0)
\]

is a degenerate U-statistic.

Suppose \( \Psi \) is compact, and for any \( \psi, \tilde{\psi} \in \Psi \), we have

\[
|k_2(X_t, X_j, \psi, \psi_0) - k_2(X_t, X_j, \tilde{\psi}, \psi_0)| \leq M_2(X_t, X_j)\|\psi - \tilde{\psi}\|
\]

with \( \int \int M_2^2(x, y) dF_{X_t}(x) dF_{X_j}(y) < \infty \) and \( \int M_2^2(x, x) dF_{X_t}(x) < \infty \). Then, by the proof of Lemma 4 in the appendix of Briol et al. [2019], we have \( k_2(X_t, X_t, \psi, \psi_0) \) is Euclidean with envelope \( F \leq M(X_t, X_j)\text{diam}(\Psi) \) where \( \text{diam}(\Psi) = \sup_{\theta, \tilde{\theta} \in \Psi} \|\theta - \tilde{\theta}\| \) is the diameter of \( \Psi \). Then,

\[
\int \int |k_2^2(X_t, X_j)| dF_{X_t} dF_{X_j} \leq \left( \int \int M_2^2(X_t, X_j) dF_{X_t} dF_{X_j} \right)\|\psi - \psi_0\|
\]

So, \( \int |k_2^2(X_t, X_j)| dF_{X_t} dF_{X_j} \to 0 \) as \( \|\psi - \psi_0\| \to 0 \).

By Corollary 8 in Sherman [1994], we have \( \sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} |TU_{2,T}| = o_p(1) \).

Therefore,

\[
\sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} |TV_{2,T}(\psi)| = \sup_{\psi \in \Psi; \|\psi - \psi_0\| \leq \tau_T} |TV_{2,T}(\psi) - TV_{2,T}(\psi_0)| = o_p(1).
\]
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E Verification of Assumptions in Section 5 for Singular, One-sided, and Two-sided Uniform Models

In this subsection, we will verify that the assumptions for consistency and asymptotic normality of MSWD and MSCD estimators in Section 5 are satisfied in one-sided and two-sided models. For singular model in Example 1 of Arjovsky et al. [2017], we will deal with the MSWD estimator only.

We will verify Assumptions 5.3, 5.2, 5.4 (i), and 5.5, and 5.6 because all three examples are conditional models, and Assumption 5.1 (i) is implied by Assumption 5.4(i).

E.1 Singular Model in Example of Arjovsky et al. [2017]

In Example 1 in Arjovsky et al. [2017], \(Y = (\theta, Z)\), where \(\theta\) is a deterministic constant and \(Z \sim U[0, 1]\).

Consider the MSWD estimator of \(\theta\). In this case, \(Q(s; u, \theta)\) is quantile function of the projected variable \(u^\top Z\), which is

\[
Q(s; u, \theta) = \begin{cases} 
  u_1 \theta + u_2 s & \text{if } u_2 \geq 0, \\
  u_1 \theta + u_2 (1 - s) & \text{if } u_2 < 0.
\end{cases}
\]

Verification of Assumption 5.2

Assumption 5.2 holds because

\[
\int_{u \in \mathbb{S}^{d-1}} \int_{0}^{1} (Q(s; u, \theta_0) - Q(s; u, \theta))^2 dsd\xi(u) = \frac{1}{2} (\theta - \theta_0)^2.
\]

Verification of Assumption 5.3 and Assumption 5.6

\(Q(s; u, \theta)\) is norm-differentiable at \(\theta = \theta_0\) with \(D(s; u, \theta) = u_1\) because

\[
Q(s; u, \theta) - Q(s; u, \theta_0) = u_1 (\theta - \theta_0), \quad \text{and} \quad \int_{-\infty}^{\infty} \int_{0}^{1} D(s; u, \theta)^2 dsd\xi(u) = \frac{1}{2}.
\]

It implies that Assumption 5.6 holds as well.

Verification of Assumption 5.4 (i) and 5.5

Let \(G(s; u, \psi_0)\) be the distribution function of the projected variable \(u^\top Z_t\), and

\[
G_T(s; u, \psi_0) = \frac{1}{T} \sum_{t=1}^{T} I(u^\top Z_t \leq s).
\]

Since \(\{Z_t\}_{t=1}^{n}\) i.i.d, and \(\{I(u^\top Z_t \leq s) : u \in \mathbb{S}^{d-1}, s \in \mathbb{R}\}\) is VC subgraph class,

\[
\{\sqrt{T}(G_T(s; u, \psi_0) - G(s; u, \psi_0)) : s \in \mathbb{R}, u \in \mathbb{S}^{d-1}\}
\]

are P-Donsker. Also, when \(u_2 \neq 0\),

\[
\frac{1}{g(Q^{-1}(s; u, \psi_0); u, \psi_0)} \frac{\partial}{\partial s} Q(s; u, \theta) = |u_2| < \infty.
\]

Therefore, Assumptions 5.4 (i) and and 5.5 hold by Lemmas 6.2 and 6.5.
E.2 One-sided and Two-sided Uniform Models

Since we deal with unconditional models for univariate variable $Y_t$, we can take $\hat{Q}(s; u, \theta) := Q(s; \theta)$, and $\tilde{D}(\cdot, u, \theta_0) = D(\cdot, \theta_0)$ where $D(\cdot, \theta_0)$ is a deterministic $L_2(S, w(s)ds)$-measurable function. $Q(s; \theta)$ will be the parametric distribution function of $Y_t$ for MSWD estimators, and the parametric quantile function for MSWD estimators. In one-sided and two-sided models, we will consider the case where $w(s) = 1$.

E.2.1 One-sided Uniform Model

In one-sided uniform model, The CDF of $Y_t$ is

$$F(s, \theta_0) = \begin{cases} 0 & \text{if } s < 0, \\ s/\theta_0 & \text{if } 0 \leq s \leq \theta_0, \\ 1 & \text{if } s > \theta_0, \end{cases}$$

and

$$F^{-1}(s, \theta_0) = \theta_0 s \text{ for } 0 < s < 1.$$ We deal with real-valued random variable, and do not require projection. We can take $\hat{Q}_T(\cdot, u, \psi) = Q(\cdot, \psi)$.

The MSCD Estimator In this case, $Q(s, \theta_0) = F(s, \theta_0)$. Let $F_T(s) = I(Z_t \leq s)$. Section 4.2 shows

$$C^2_2(\mu_0, \mu_0) = \int_{-\infty}^{\infty} (F(s; \theta) - F(s; \theta_0))^2 ds = \begin{cases} \frac{(\theta - \theta_0)^2}{3\theta_0^3} & \text{if } \theta \leq \theta_0, \\ \frac{(\theta - \theta_0)^2}{3\theta^3} & \text{if } \theta > \theta_0. \end{cases}$$

Since

$$\frac{\partial C^2_2(\mu_0, \mu_0)}{\partial \theta} = \begin{cases} \frac{2(\theta - \theta_0)}{3\theta_0^2} < 0 & \text{if } \theta < \theta_0, \\ 0 & \text{if } \theta = \theta_0, \\ \frac{\theta^2 - \theta_0^2}{3\theta^3} > 0 & \text{if } \theta > \theta_0. \end{cases}$$

Assumption 5.2 holds when $\theta_0 > 0$.

Because $\{Y_t\}_{t=1}^T$ is a random sample, $\{\sqrt{T}(F_T(s) - F(s, \theta_0)) : s \in \mathbb{R}\}$ is P-Donsker, and

$$T \int_{-\infty}^{\infty} ((F_T(s) - F(s, \theta_0)))^2 ds = T \int_0^{\theta_0} ((F_T(s) - F(s, \theta_0)))^2 ds \leq \theta_0 \left[ \sup_{s \in \mathbb{R}}(\sqrt{T}(F_T(s) - F(s, \theta_0))) \right]^2 = O_p(1).$$

Therefore, Assumption 5.4 (i) holds.

Example 5.1 shows that $F(\cdot, \theta)$ is norm-differentiable at $\psi = \psi_0$, and $D(s; \psi_0)$ is $L_2(\mathbb{R}, ds)$-measurable, and

$$\int_{-\infty}^{\infty} D^2(s; \psi_0) ds = \int_0^{\theta_0} s^2 \frac{1}{\theta_0^2} ds = \frac{1}{3\theta_0} < \infty.$$ Therefore, Assumptions 5.3 and 5.6 hold.

Since $\{\sqrt{T}(F_T(s) - F(s, \theta_0)) : s \in \mathbb{R}\}$ is P-Donsker and $\int_{u \in \mathbb{S}^{d-1}} \int_{-\infty}^{\infty} D^2(s; u, \psi_0) ds d\zeta(u) < \infty$, Assumption 5.5 is satisfied by Lemma 6.7.
The MSWD Estimator In this case, \( Q(s, \theta_0) = F^{-1}(s, \theta_0) \), and \( Q_T(s) = F_T^{-1}(s) \), where \( F_T(s) = \frac{1}{T} \sum_{t=1}^{T} I(Z_t \leq s) \).

Since
\[
\int_{0}^{1} (F^{-1}(s, \theta_0) - F^{-1}(s, \theta))^2 ds = (\theta - \theta_0)^2,
\]
Assumption 5.2 holds.

Assumptions 5.3 and 5.6 hold with \( D(s, u, \psi_0) = s \) because \( F^{-1}(s, \theta) - F^{-1}(s, \theta_0) = s(\theta - \theta_0) \).

Since \( \{\sqrt{T}(F_T(s) - F(s, \theta_0)) : s \in \mathbb{R}\} \) is P-Donsker, and \( \frac{\partial F^{-1}(s, \psi_0)}{\partial s} = \theta_0 < \infty \), Assumptions 5.4 (i) and 5.5 hold by Lemmas 6.2 and 6.5.

E.2.2 Two-sided Uniform Model

In two-sided models, the CDF of \( Y \) is
\[
F(y; \theta_0) = \begin{cases} 
\frac{y}{4\theta_0} & \text{if } 0 \leq y < \theta_0 \\
\frac{1}{4} + \frac{3(y-\theta_0)}{4(1-\theta_0)} = 1 - \frac{3(1-y)}{4(1-\theta_0)} & \text{if } \theta \leq y \leq 1.
\end{cases}
\]

and the quantile function is
\[
F^{-1}(s; \theta_0) = \begin{cases} 
4\theta_0 s & \text{if } 0 \leq s \leq 1/4, \\
1 - \frac{4}{3}(1-\theta_0)(1-s) & \text{if } 1/4 \leq s \leq 1.
\end{cases}
\]

The MSCD Estimator In this case, \( Q(s, \theta_0) = F(s, \theta_0) \). Let \( F_T(s) = I(Z_t \leq s) \). Because \( \{Z_t\}_{t=1}^{T} \) is a random sample, \( \{\sqrt{T}(F_T(s) - F(s, \theta_0)) : s \in \mathbb{R}\} \) is P-Donsker, and
\[
T \int_{-\infty}^{\infty} ((F_T(s) - F(s, \theta_0))^2 ds = T \int_{0}^{1} ((F_T(s) - F(s, \theta_0))^2 ds \leq \left[ \sup_{s \in \mathbb{R}} (\sqrt{T}(F_T(s) - F(s, \theta_0))) \right]^2 = O_p(1).
\]

Therefore, Assumption 5.4 (i) holds.

Example 5.2 shows that \( Q(s; \psi) \) is norm-differentiable at \( \psi = \psi_0 \), and \( D(s; \psi_0) \) is \( L_2(\mathbb{R} \times \mathbb{S}^{d-1}, d\psi_d\zeta(u)) \)-measurable. Therefore, Assumption 5.3 are satisfied.

Therefore, Assumption 5.5 by Lemma 6.7.

The MSWD Estimator In MSWD estimator, \( Q(s, \theta_0) = F^{-1}(s, \theta_0) \).

Since
\[
\int_{0}^{1} (F^{-1}(s; \theta) - F^{-1}(s; \theta_0))^2 ds = \frac{1}{3} (\theta - \theta_0)^2,
\]
Assumption 5.2 holds.

Since \( F^{-1}(s; \theta) \) is linear in \( \theta \), \( Q(s, u, \theta) \) is norm-differentiable at \( \theta = \theta_0 \) with
\[
D(s, \theta_0) = \begin{cases} 
4s & \text{if } 0 \leq s \leq 1/4, \\
\frac{4}{3}(1-s) & \text{if } 1/4 \leq s \leq 1.
\end{cases}
\]
Therefore, Assumptions 5.3 and 5.6 hold.

Since \( \{ \sqrt{T} (F_T(s) - F(s, \theta_0)) : s \in \mathbb{R} \} \) is P-Donsker, and \( \frac{\partial F^{-1}(s, \theta_0)}{\partial s} \) is uniformly bounded above by an absolute positive constant, we can show that Assumption 5.4 (i) holds by following the proof of Lemma 6.2 and 6.5. Since \( D(s, \theta_0) \) and \( F^{-1}(s, \theta_0) \) are bounded by some absolute constants, we can show Assumption 5.5 by Lemma F.3.

### F One-Dimensional Unconditional Models

This appendix section consists of two parts. In Section F.1 below, we will present relevant conditions to verify assumptions in Section 5. In subsequent sections, we will present some examples of one-dimensional unconditional models.

Because we deal with one-dimensional models, we will use \( Q(s; \theta) \) and \( D(s; \theta) \) instead of using \( Q(s; u, \theta) \) and \( D(s; u, \theta) \) in this appendix section.

#### F.1 Verification of Assumptions

We will present relevant conditions to verify Assumptions 5.4 (i) and 5.5 with \( V_0 = \begin{pmatrix} \Omega_0 & 0 \\ 0 & 0 \end{pmatrix} \).

#### F.1.1 Verification of Assumption 5.4 (i)

When \( d = 1 \), there are two sets of results that we can use to verify Assumption 5.4 (i).

When \( \{Z_t\}_{t=1}^T \) is a random sample, we can use results in Barrio et al. [2005].

**Lemma F.1** (Theorem 4.6 (i) in Barrio et al. [2005]). Suppose \( d = 1 \), and we have a random sample \( \{Z_t\}_{t=1}^T \) with the cdf \( F(z) \). Let \( B \) be the Brownian bridge on \((0, 1)\).

If \( F \) is twice differentiable on its open support \((a_F, b_F)\) with \( f(x) = F'(x) > 0 \), and

\[
\sup_{0 < x < 1} \frac{x(1-x)|f'(F^{-1}(x))|}{f^2(F^{-1}(x))} < \infty,
\]

either \( a_F > -\infty \) or \( \liminf_{x \to 0^+} \frac{|f'(F^{-1}(x))|x}{f^2(F^{-1}(x))} > 0 \),

either \( b_F < \infty \) or \( \liminf_{x \to 0^+} \frac{|f'(F^{-1}(1-x))|x}{f^2(F^{-1}(1-x))} > 0 \).

Also, we assume that \( w(s) \) is a bounded nonnegative measurable function on \((0, 1)\) such that

\[
\lim_{x \to 0^+} \frac{x}{\int_0^x f^2(F^{-1}(x))} \int_0^x w(t)dt = 0, \quad \lim_{x \to 0^+} \frac{x}{\int_0^x f^2(F^{-1}(1-x))} \int_0^x w(t)dt = 0, \quad \text{and} \quad \int_0^1 \frac{t(1-t)}{f^2(F^{-1}(t))} w(t)dt < \infty.
\]

Then, we have

\[
\sqrt{n} (F_n^{-1}(s) - F^{-1}(s)) \sqrt{w(s)} \to \frac{B(s) \sqrt{w(s)}}{\sqrt{f^2(F^{-1}(s))}} \text{ in law in } L_2(0, 1)
\]

In particular,

\[
T \int_0^1 (F_T^{-1}(s) - F^{-1}(s))^2 w(s)ds \overset{d}{\to} \int_0^1 \frac{B^2(s)}{f^2(F^{-1}(s))} w(s)ds.
\]
When \( \{Z_t\}_{t=1}^T \) is a stationary data, we can apply Corollary 3.3 in Csörgő and Yu [1996].

**Lemma F.2.** Let \( \{Z_t\} \) be a stationary sequence of real-valued random variable with common continuous distribution function \( F(z) \). Assume that \( F \) is twice differentiable on its open support \((a_F, b_F)\) with \( f(x) = F'(x) > 0 \), and

\[
\sup_{0 < x < 1} \frac{x(1 - x)|f'(F^{-1}(x))|}{f^2(F^{-1}(x))} := \gamma < \infty.
\]

We also assume that

- \( \min\{A_F, B_F\} > 0 \) where \( A_F := \lim_{x \downarrow a_F} f(x) < \infty \) and \( B_F := \lim_{x \downarrow b_F} f(x) < \infty \), and
- If \( A_F = 0 \) (\( B_F = 0 \)), then \( f \) is non-decreasing (non-increasing) on an interval to the right of \( a \) (to the left of \( b \)).

In addition, we assume that the weight function \( w(s) \) is a bounded nonnegative measurable function on \((0, 1)\) such that

\[
\int_0^1 w(s) \, ds < \infty.
\]

Then, Assumption 5.4 (i) holds if one of the following holds.

- \( \{Z_t\} \) is a stationary \( \alpha \)-mixing process with \( \alpha \)-mixing coefficient \( \alpha_k \) satisfying
  
  \[
  \alpha_k = O(k^{-\theta-\epsilon}) \text{ for some } \theta \geq \max\{1 + \sqrt{2}, 2\gamma - 1\} \text{ and } \epsilon > 0.
  \]

- \( \{Z_t\} \) is a stationary \( \varrho \)-mixing process with \( \alpha \)-mixing coefficient \( \rho_k \) satisfying \( \sum_{k=1}^{\infty} \rho(2^k) < \infty \).

**Proof.** Under the conditions on \( F \) and mixing coefficient, by Corollary 3.3 in Csörgő and Yu [1996] we have

\[
\sqrt{T} f(F^{-1}(s))(F_T^{-1}(s) - F^{-1}(s)) \Rightarrow B(\cdot) \text{ in } D[0,1] \text{ with Skorokhod topology},
\]

where \( \{B(s)\} \) is zero-mean Gaussian process with \( B(0) = 1 \) and \( B(1) = 0 \) and covariance function

\[
\sigma^2(s, j) = (s \wedge t) - st + \sum_{j=2}^{\infty} \left[ \text{Cov}(V_1 \leq s, V_j \leq t) + \text{Cov}(V_1 \leq t, V_j \leq s) \right]
\]

(F.1)

where \( V_j = F^{-1}(Z_j) \).

Then, we have

\[
T \int_0^1 (F_T^{-1}(s) - F^{-1}(s))^2 w(s) \, ds \xrightarrow{d} \int_0^1 \frac{B^2(s)}{f^2(F^{-1}(s))} w(s) \, ds.
\]

\( \square \)

**F.1.2 Verification of Assumption 5.5**

When \( d = 1 \), this assumption can be shown by using the asymptotic distribution of L-statistics, see, e.g., Shorack and Wellner [2009], Mehra and Rao [1975b,a], and Puri and Tran [1980].

For some constants \( b_1, b_2, \) and positive constants \( M, \epsilon \), we define

\[
B(s) = Mt^{-b_1}(1 - t)^{-b_2}, \text{ and } K(s) = Mt^{-1+b_1+\epsilon}(1 - t)^{-1+b_2+\epsilon}.
\]
**Condition F.1** (Bounded growth). There exist some constants $b_1$, $b_2$, and positive constants $M$, $\epsilon$ with $\epsilon > \frac{1}{2}$ satisfying the following conditions.

(i) $|D_i(s, \psi_0)w(s)| \leq B(s)$ for all $i$ and $0 < s < 1$ with $\max(b_1, b_2) < 1$, where $D_i$ is the $i$-th element of $D(s, \psi_0)$;

(ii) $|F^{-1}(s)| \leq K(s)$ for $0 < s < 1$.

**Condition F.2** (Smoothness). $D_i(s, \psi_\ast)w(s)$ is continuous except for a set of points $s$ such that its measure with respect to $Q$ is zero.

**Lemma F.3.** Suppose $\{Z_t\}_{t=1}^T$ is i.i.d. sample, and Conditions F.1 and F.2 hold. Then, Assumption 5.5 holds with $V_0 = \begin{pmatrix} \Omega_0 & 0 \\ 0 & 0 \end{pmatrix}$, where

$$\Omega_0 = \int_0^1 \int_0^1 |s - t| D(s, \psi_0) D(s, \psi_0)^\top w(s) w(t) dQ(s) dQ(t).$$

**Proof of Lemma F.3.** This is the consequence of Theorem 1 and Remark 2 in Chapter 19 of Shorack and Wellner [2009].

**Condition F.3.** $\{Z_t\}_{t=1}^T$ is strong mixing process with $\sum_{k=1}^\infty k^2 \alpha^\delta(k) < \infty$ for some $0 < \delta < 1$.

**Condition F.4.** There exist some constants $b_1$, $b_2$, and positive constants $M$, $\epsilon$ with $\epsilon > \frac{1}{2}$ satisfying the following conditions.

(i) $|D_i(s, \psi_0)w(s)| \leq B(s)$ for all $i$ and $0 < s < 1$ with $\max(b_1, b_2) < 1$, where $D_i$ is the $i$-th element of $D(s, \psi_0)$;

(ii) $|F^{-1}(s)| \leq K(s)^{1/2 + \delta/2(b_1+1)} \times (1-t)^{1/2 + \delta/2(b_2+1)}$ for $0 < s < 1$;

(iii) $\int_0^1 [s(1-s)]^{(1-\delta)/2} B(s) dQ < \infty$ where $B(s) = s^{-b_1(1+\delta/2)}(1-s)^{-b_2(1+\delta/2)}$.

Here $\delta$ is a constant in Condition F.3.

**Lemma F.4.** Conditions F.2, F.3, and F.4 hold. Then, Assumption 5.5 holds with $V_0 = \begin{pmatrix} \Omega_0 & 0 \\ 0 & 0 \end{pmatrix}$ where

$$\Omega_0 = \int_0^1 \int_0^1 \sigma^2(s, t) D(s, \psi_0) D(s, \psi_0)^\top w(s) w(t) dQ(s) dQ(t)$$

in which

$$\sigma^2(s, j) = (s \wedge t) + \sum_{j=1}^\infty [\Pr(V_1 \leq s, V_j \leq t) - st] + \sum_{j=2}^\infty [\Pr(V_1 \leq t, V_j \leq s) - st]$$

where $V_j = F(Z_j)$ follows $U[0, 1]$.

**Proof.** Proof is skipped because the proof is the same as Theorem 5.2 of Puri and Tran [1980] with replacing $J_n$ by $J$ in Puri and Tran [1980].

#### F.2 Examples

In this subsection, we will deal with the MSWD estimator of two-sided uniform models, and independent private procurement auction. For simplicity, we will consider the case where data is a random sample, and $w(s) = 1$.
F.2.1 The Two-sided Uniform Model

In this subsection, we will derive the asymptotic distribution of two-sided uniform model directly using Lemma F.3. When $w(s) = 1$, the MWSD estimator $\hat{\theta}_n$ has the following form.

$$\sqrt{T}(\hat{\theta}_T - \theta_0) = 3\sqrt{T} \int_0^1 (Q_T(s) - Q(s))D(s, \theta_0)ds,$$

where $Q(\cdot)$ and $Q_T(\cdot)$ are parametric and empirical quantile functions, respectively, and

$$D(s, \theta_0) = \begin{cases} 
4s & \text{when } 0 \leq s \leq \frac{1}{4}, \\
\frac{4}{3}(1 - s) & \text{when } \frac{1}{4} < s \leq 1.
\end{cases}$$

In two-sided uniform model, Conditions F.1 and F.2 hold. This is because $Q(\cdot)$ and $D(\cdot, \theta_0)$ are uniformly bounded from below and above by constants, and $D(\cdot, \theta_0)$ is continuous on $(0, 1)$ almost everywhere with respect to $Q$. Therefore, by Lemma F.3,

$$\sqrt{T}(\hat{\theta}_T - \theta_0) = 3\sqrt{T} \int_0^1 (Q_T(s) - Q(s))D(s, \theta_0)ds \overset{d}{\rightarrow} N(0, \sigma_0^2),$$

where

$$\sigma_0^2 = \int_0^1 \int_0^1 [s \wedge t - st]D(s, \theta_0)D(t, \theta_0)dQ(s)dQ(t)
= \frac{10}{720} \theta_0 + \frac{1}{24} \theta_0(1 - \theta_0) + \frac{3}{80} (1 - \theta_0)^2.$$

Note that $\sigma_0^2$ is positive when $0 \leq \theta_0 \leq 1$.

F.2.2 Independent Private Value Procurement Auction

Consider an econometric model of an independent private value procurement auction formulated in Paarsch [1992] and Donald and Paarsch [2002]. Let $Y$ be the winning bid for the auction considered. Suppose the bidder’s private value $V$ follows a distribution of the form

$$f_V(v, \theta)I(v \geq g_V(\theta)). \quad (F.2)$$

Assuming a Bayes-Nash Equilibrium solution concept, the equilibrium bidding function satisfies

$$\sigma(v) = v + \int_v^{\infty} \frac{(1 - F_V(\xi))^{m-1} d\xi}{(1 - F_V(v))^{m-1}}, \quad (F.3)$$

where $m$ is the number of bidders in the auction and $F_V(v)$ denote the cdf of $V$.

Suppose $V$ follows an exponential distribution with

$$f_V(v; \theta) = \frac{1}{h(\theta)} \exp \left(-\frac{v}{h(\theta)}\right) \text{ and } g_V(\theta) = 0,$$

where $E(V) = h(\theta)$. The winning bid distribution is given by (F.2) with

$$f(y; \theta) = \frac{m}{h(\theta)} \exp \left(-\frac{m}{h(\theta)} \left(y - \frac{h(\theta)}{m-1}\right)\right) \text{ and } g(\theta) = \frac{h(\theta)}{m-1}.$$
The cumulative distribution function $F(y; \theta)$ is given by

$$F(y; \theta) = 1 - \exp \left( -\frac{m}{h(\theta)} (y - \frac{h(\theta)}{m - 1}) \right) \quad \text{for } y \geq g(\theta) = \frac{h(\theta)}{m - 1}. $$

Inverting $F(\cdot; \theta)$, we obtain the conditional quantile function $Q(s; \theta)$ given by

$$Q(s; \theta) = h(\theta) \left[ \frac{1}{m - 1} - \frac{1}{m} \log(1 - s) \right].$$

Without loss of generality, suppose $h(\theta) = \theta$. Then, the MSWD estimator is

$$\hat{\theta}_T = \left[ \int_0^1 \left( \frac{1}{m - 1} - \log(1 - s) \right)^2 ds \right]^{-1} \int_0^1 \left[ \frac{1}{m - 1} - \log(1 - s) \right] Q_T(s) ds$$

and

$$\sqrt{T}(\hat{\theta}_T - \theta_0) = \left[ \int_0^1 D^2(s; \theta_0) ds \right]^{-1} \sqrt{T} \int_0^1 (Q_T(s) - Q(s)) D(s; \theta_0) ds,$$

where $Q(s) = Q(s; \theta_0)$ and

$$D(s; \theta_0) = \frac{1}{m - 1} - \log(1 - s).$$

Then, we will show the positive definiteness of hessian term $\int_0^1 D^2(s; \theta_0) ds$, and asymptotic normality of $\sqrt{T} \int_0^1 (Q_T(s) - Q(s)) D(s; \theta_0) ds$ using Lemma F.3 in Steps 1 and 2 below.

**Step 1.** We can show $\int_0^1 D^2(s; \theta_0) ds$ is positive definite and finite. Straightforward calculation shows

$$\int_0^1 \left( \frac{1}{m - 1} - \log(1 - x) \right)^2 dx = \frac{1}{(m - 1)^2} + \frac{2}{m - 1} + 2 < \infty.$$

**Step 2.** We will verify Conditions F.1 and F.2 to exploit Lemma F.3 in Steps 2-1 and 2-2 below.

Note that when Lemma F.3 holds, we have

$$\sqrt{T} \int_0^1 (Q_T(s) - Q(s)) D(s; \theta_0) ds \overset{d}{\to} N(0, \sigma^2),$$

where

$$\sigma^2 = \int_0^1 \int_0^1 \min\{s, t\} - st |D(s)D(t) dQ(s)dQ(t) = \theta_0^2 \left[ 5 + \frac{4m - 3}{(m - 1)^2} \right].$$

**Steps 2-1.** We will verify Conditions F.1.

Since $Q(s; \theta_0) = \theta_0 D(s, \theta_0)$, we will show that we can choose sufficiently small positive constant $c$ and sufficiently large positive constant $C$ such that

$$\frac{|D(s, \theta_0)|}{s^{-c}(1 - s)^{-c}} < C \text{ for all } 0 < s < 1.$$

If there exists sufficiently small and positive constant $c < 1/4$, and sufficiently large $C$ satisfying above condition, we can find $\epsilon > 1/2$, $b_1$, and $b_2$ with $\max\{b_1, b_2\} < 1$ in Condition F.1: $b_1 = b_2 = c$, and $\epsilon = 1 - 2c.$
Note that when \( c > 0 \),

\[
s^c(1 - s)^c|Q(u)| \leq s^c(1 - s)^c \left| \frac{1}{m - 1} + \log(1 - s) \right| \leq C_1 + \frac{|\log(1 - s)|}{(1 - s)^c}
\]

for some positive constant \( C \) which only depends on \( m \), and

\[
\lim_{s \to 0^+} \frac{|\log(1 - s)|}{(1 - s)^c} = 0, \quad \text{and} \quad \lim_{s \to 1^+} \frac{|\log(1 - s)|}{(1 - s)^c} = 0 \quad \text{for any} \quad c > 0.
\]

This implies that for any \( c > 0 \), we can choose sufficiently large \( C_c \) such that we can pick sufficiently large constant \( C_c \) satisfying

\[
s^c(1 - s)^c|Q(s)| \leq C_1 + \frac{|\log(1 - s)|}{(1 - s)^c} \leq C_c \quad \text{for} \quad 0 < s < 1.
\]

Therefore, Condition F.1 holds.

**Step 2-2.** We will verify Condition F.2. In this model, \( D(s; \theta_0) = Q(s) \) are continuously differentiable and strictly increasing in \( s \). Therefore, Condition F.2 holds.

From Steps 2-1 and Step 2-2, we can use Lemma F.3. By combining all results in Steps 1 and 2, we have

\[
\sqrt{T}(\hat{\theta}_T - \theta_0) \xrightarrow{d} N(0, \Omega),
\]

where

\[
\Omega = \frac{\theta_0^2 (m - 1)^2 (5m^2 - 6m + 2)}{(2m^2 - 2m + 1)^2}.
\]